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Abstract
The eye movement is an important source of information for
the reading analysis. We propose a method for computing
a similarity measure between two fixation sequences. In or-
der to estimate the effectiveness of the similarity measure,
we investigate whether a high similarity is obtained when
two subjects read the same document. A F1score of 0.92
is obtained for retrieving the same document based on the
reading similarity.

Author Keywords
Reading similarity; Eye tracker

ACM Classification Keywords
H.5.2 [User Interfaces]: Input devices and strategies

Introduction
Nowadays, more and more research focus on sensing and
recording our daily life. For example, the food-life log pro-
vides information to the users about the calories contained
in foods they eat every day [1]. The activity-life log recog-
nizes human activities such as walking, climbing stairs, etc.
for health monitoring [8]. In this paper, we will focus on the
reading-life log, i.e. the analysis of reading.

Everyday, we read some documents or texts. Reading
takes a very important role in our life, it is one of the ma-



jor ways to get knowledge. Some researches have been
done in reading analysis. For example, there are studies
about recognizing the document type from eye movement
with a mobile eye tracker [7]. Another application consists
of estimating the number of read words [6].

The reading contains information about the contents of
read documents and the reader. For example, if the doc-
uments have different layouts or contain a different number
of words, the reading will be different. Furthermore, the
reading also contains information about the reader such as
his reading skills, comprehension or attention.

In this paper, we propose a method for computing the sim-
ilarity between two reading recordings. This method does
not use the document image, but only the reader’s eye gaze
movements. The reading similarity measure can be used to
find some relationships between the readers or the docu-
ments. The similarity of reading might be correlated to the
similarity of reader’s English skills or to the similarity of the
content of the documents. In order to compute the similar-
ity between two readings, we will compute the similarity of
two sequences of eye gazes. Several methods based on
the Levenstein distance have already been proposed [2],
[5]. We chose to use the ScanMatch algorithm [4] based
on Needleman-Wunsch as it offer better performances than
the ones based on the Levenstein distance. To prove the
effectiveness of the similarity measure, we show in the ex-
periment that if two readers read the same document, a
high similarity measure is obtained. We show that for the
best parameters, a precision of 100% and a recall of 83%
are obtained.

The rest of this paper is organized as follows. First, we
describe how to measure the reading similarity. Next, we
present the experimental results. The similarity measure
can be employed to identify if two subjects read the same

document. Finally, we conclude and propose some future
work.

Measure of the reading similarity
In this section, we explain how to measure the reading sim-
ilarity through the eye movements. While reading, the eye
movement is decomposed as a sequence of fixations and
saccades. A fixation is obtained when the eye stares at
the same place for more than a certain period of time. A
saccade corresponds to a quick movement between two
fixations. We use the ScanMatch method1, an algorithm for
comparing fixation sequences.

The reading similarity is computed in two major steps. First,
we record the eye movement positions by using an eye
tracker and we extract the fixation information from the eye
gaze. Next, we measure the reading similarity by using the
ScanMatch method.

1) Fixation detection
The fixations and saccades are obtained by filtering the eye
gaze [3]. The fixation detection is based on two following
steps (illustrated in Fig. 1):

• First, when the eye gaze is gathered closely enough
(within a 30-pixel square), we regard these points as
a minimum fixation.

• If the following gaze is close enough (included in a
50-pixel square), it is added to the fixation. If it is too
far, it is regarded as noise. If four consecutive gazes
are noise, the fixation is stopped and a new fixation
detection is started.

1http://seis.bris.ac.uk/~psidg/ScanMatch/



Figure 1: Fixation detection (based on Buscher et al. [3] method.)

2)ScanMatch
In this section, we explain the ScanMatch algorithm. It is
used for measuring the similarity between two fixation se-
quences. ScanMatch consists of two processes: creating
a sequence of characters from the fixations, and then com-
paring two sequences of characters.

2.1)Creating a sequence of characters
First, the area of the monitor is divided in a grid and a char-
acter is associated to each cell of the grid. Then, the fixa-
tions are assigned to the corresponding cells, depending
on their positions such as in Fig. 2. Next, for each fixation,
we check which cell contains the fixation and add the corre-
sponding character to the sequence.

A temporal binning is set up. If one fixation lasts more than
a fixed threshold, it is represented as several times the
same character. This process is also illustrated in the Fig. 2.

2.2)Global alignment of fixation sequences
The Needleman-Wunsch Algorithm [9] is used for determin-
ing the global alignment of two sequences. This algorithm

Figure 2: Creating the character sequence from the fixations
(based on Cristino et al. [4]).

expresses a score of similarity between two character se-
quences.

2.3)Normalizing the score
The score of two sequences is difficult to compare, because
it depends on the length of the sequences. So the score is
normalized by using the following equation:

N =
S

L ·M
(1)

In this equation N is the normalized score, S is the score of
two characters similarity, and L is the length of the longest
sequence. M is the score of the two characters matching. It
is a constant value fixed in Needleman-Wunsch Algorithm.
The score is normalized between 0 and 1, where 1 is the
highest similarity.



Figure 3: Experiment setup.

Experiment
The ScanMatch method was designed for visual tasks such
as researching a symbol or a number of a defined color;
but not specifically for a reading task. In order to prove that
the reading similarity measure can be used to find if two
readers read the same document, we examined how the
parameters of the ScanMatch method could affect the read-
ing similarity.

In this experiment, we asked 12 subjects to read 5 docu-
ments, being 60 reading recordings. By using the similarity
measure, we wanted to show that a high reading similarity
was obtained when different subjects read the same docu-
ment. The Tobii EyeX2 eye tracker is used for recording the
eye gaze.

The eye tracker was attached under the monitor such as in
Fig. 3. The experiment is carried out in the following pro-
cess:

2http://www.tobii.com/ja-JP/eye-experience/eyex/

1. We explain the experiment to a subject.

2. The eye tracker is calibrated for the subject.

3. The subject reads the document.

The subject had been asked to read each document from
the beginning to the end without rereading. This constraint
had been added in order to reduce the differences between
the subjects because they come from different countries
and have different English skills.

For each of the 60 recordings, we compared the combina-
tions with all the other recordings by computing the nor-
malized score based on the ScanMatch method. A total
of 1770 combinations is obtained. If the normalized score
is higher than the threshold T , we considered that the two
subjects read the same document. Then, this decision is
compared with the ground truth in order to compute the per-
formances of the similarity measure. We analyze the recall
and the precision while changing the following 3 parame-
ters:

1. The threshold T.
A range of values from 0.3 to 0.7 is tested in order to
obtain a large range of a recall and a precision.

2. The temporal binning.
We fixed the temporal binning at 50 ms. We also
tested not to apply any temporal binning.

3. The grid.
The grid is defined as the number of columns times
the number of lines. We tested the 3 different follow-
ing grids: 24× 12, 18× 9 and 12× 6.



Figure 4: Influence of temporal binning.

Experiment results
We show the experiment results about the threshold T and
the temporal binning in Fig. 4. For the threshold, the preci-
sion sharply decreases when it is less than 0.5 because the
similarity measure of most of the same documents is more
than 0.5. We also observe that the performances are better
without using the temporal binning. In the reading context,
the differences of English reading skills between the sub-
jects have an impact on the duration of the fixations. So, if
we use a temporal binning, when two subjects with different
English skills read the same document, the similarity will be
lower.

Next, we show the impact of the grid on the performances
in Fig. 5. This figure shows the performances of the 24× 12
and 18 × 9 grid are similar, but the 12 × 6 grid has a lower
precision. If the cell size is too large, many fixations are
merged in the same cell, which causes a low precision.

In order to obtain the best F1score, the optimal parameters
are the following: T=0.55, a 24 × 12 grid and no tempo-

Figure 5: Influence of the grid.

ral binning. With this parameters, the precision is 100%,
the recall is 85% and the F1score is 0.92. In other words, if
the similarity measure is higher than 0.55, the two record-
ings come from the same document. And, if the recordings
came from the same document, the similarity is higher than
0.55 85% of the times.

Conclusion and Future Work
We explained how to compute the reading similarity be-
tween two fixation sequences. Our experiment shows that
3 parameters have a great impact on the reading similar-
ity. As a result, we show that the similarity measure can be
used for recognizing if two readers read the same docu-
ment with 100% precision and 85% recall.

We proved that the reading similarity measure proposed in
this paper can be used to find some relationships between
the documents. One of the next steps will be to use the
reading similarity measure to find relationships between the
readers.



We fixed the constraints of reading all the text from the be-
ginning to the end without rereading. This is just a first step
towards computing a reading similarity. The next step will
be to analyze the reading similarity on recordings with no
constraint. However, in this case, some readers might skip
or reread different parts of the document. So, a global align-
ment is not suitable anymore, the algorithm must be local in
order to align only some parts of the reading sequences.
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