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Abstract 
It is known that many people with visual impairments de-
sire to take photos. In taking photos, however, they often 
face difficulty in pointing the camera at the subject. In this 
paper, we address this problem by proposing a novel photo-
taking system named VisPhoto. Unlike existing ones, the 
proposed system generates a photo as post-production of 
an omni-directional camera image. That is, when the shut-
ter button is pressed, the proposed system captures an 
omni-directional camera image. In the post-production, from 
the objects detected in the image, the user selects the ones 
that should be included and excluded. Finally, as a “photo,” 
the system outputs a cropped region satisfying the user’s 
preference and looking beautiful from an aesthetic point of 
view. 
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Introduction 
It is known that many people with visual impairment1 desire 
to take photos as sighted people do. Their purposes, which 
are of a wide variety, include visually preserving an impres-
sion of a particular experience and sharing their memories 
and experiences with their sighted counterparts in the form 
of a photograph [16, 14, 32] 

Despite their demands, taking a satisfactory photograph 
needs to overcome some challenges. Harada et al. have 
raised issues of framing, lighting and focus [14]. Balata et 
al. have focused on composition [5]. In reality, however, 
people with visual impairment face even more fundamental 
problem; that is, how to include the subject in the camera 
frame. For addressing this problem, much effort has been 
spent to develop real-time applications that provide the user 
with sound (voice) and vibration feedback to aim at the sub-
ject [33, 16, 30, 31, 5]. It is also known that VoiceOver for 
iOS tells the number of people within the frame before tak-
ing a photo. However, this kind of approach requires time 
to aim at the subject. Hence, they are applicable only when 
the subjects are static or moving slow enough. 

In this paper, we address the problem by proposing a novel 
photo-taking system that employs an omni-directional cam-
era, which is called VisPhoto. Intuitively speaking, as an 
omni-directional camera can capture an image of all sur-
roundings of the user at once, the user does not have to 
aim at the subject with spending time. Once the omni-
directional camera image is obtained, later the user can 
crop a specific region in a certain manner. That is, cropping 
corresponds to taking a photo in the standard photography. 
In other words, the proposed system generates a photo as 

1Following [14], in this paper, we use the term “people with visual im-
pairment” to refer to people who experience significant difficulty in visually 
inspecting and identifying the content of photographs. 

the post-production2 of an omni-directional camera image. 

The advantages of the proposed system are as follows. 

1. As mentioned above, the user is free from the pro-
cess of aiming at the subject. 

2. The rotation of the camera can be automatically cor-
rected. Hence, the user does not have to take care of 
the camera angle when the user takes a photo. 

3. In principle, the user can take a photo of moving ob-
jects, which are not easy in the current mainstream 
approach [33, 16, 30, 31, 5]. 

4. Unlike the mainstream approach, feedback to the 
user is not required to be in real time. In other words, 
a computationally heavy process can run before 
cropping. In this paper, we apply an object detec-
tion method to the omni-directional camera image. 
The object detection does not take long if it is run on 
a proper device but takes some time on a portable 
device such as a smartphone. 

5. We can employ an algorithm that predicts the quality 
score of a cropped region from an aesthetic point 
of view, so that the copped region is expected to be 
beautiful. 

By contrast, since generating a photo is postponed until the 
post-production, the user has to remember the subject and 
situation at the moment of taking a photo. As it increases 
the user’s load, it can be regarded as a disadvantage. To 
compensate for it, we implemented an audio recording 
functionality for recording a voice memo like [14, 3]. The 

2Post-production includes all stages of production occurring after 
taking a raw photo [23]. 
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recorded audio is provided in the post-production along with 
the date and time the omni-directional camera image was 
taken. 

Related Work 
Photo-taking assistance 
Probably, the most used application that assists people with 
visual impairment in taking a photo is VoiceOver for iOS. It 
speaks the number of people within the frame before taking 
a photo. Similarly, the current mainstream approach in ex-
isting researches is to provide the user with sound (voice) 
and vibration feedback to aim at the subject [33, 16, 30, 31, 
5]. Table 1 of [5] well summarizes the differences among 
representative methods with regard to feedback modali-
ties and aiming assistance directions. EasySnap [33, 16] is 
an iPhone application assisting in aiming at the subject. It 
provides the user with audio feedback about blur and dark-
ness of the camera view, camera tilt and the size and loca-
tion of a face and an object. PortraitFramer [16] is similar to 
EasySnap but for a group portrait containing multiple faces. 
It tells how many faces are included in a photo, and the size 
and location of faces. Vazquez et al. [31] have proposed 
functionality to automatically correct the camera roll. Balata 
et al. [5] have proposed an aiming assistance application for 
central and golden-ratio compositions implemented running 
on a smartphone. 

Assistance in managing, browsing and sharing photos 
Frohlich and Tallyn [11, 12] have explored the value to com-
bine a photograph with audio recording. They found that 
ambient sounds as well as voice annotations are valuable 
for most users. While the research does not focus on peo-
ple with visual impairment, it is suggestive. EasySnap [16] 
presented above also realizes an accessible photo album. 
The location the photo is taken and the content of the photo 
recognized by a recognition engine are associated with 

each photo, so that people with visual impairment can re-
view and share pictures non-visually. Harada et al. [14] 
have proposed a mobile application that allows capturing 
photos along with audio recordings for the ambient sound 
and memo description that can be used for browsing the 
photos. Adams et al. [4, 3] have proposed an iPhone app 
named VisSnap that assists people with visual impairment 
in organizing and browsing a photo library without sight. 
VizSnap records ambient audio while the user is aiming the 
camera and a voice memo as well as capturing time, date, 
and location the photo is taken. 

Photo-related services 
Applications such as VizWiz [7], Be My Eyes [6], Envi-
sion AI [10] and TapTapSee [29] help people with visual 
impairment get the information on the content of a photo. 
For the sake of that, the user is required to take a photo of 
items in question. However, it is not always easy for peo-
ple with visual impairment to take a photo. Gurari et al. [13] 
have revealed that ∼28% of visual questions of VizWiz are 
deemed unanswerable. A part of them is due to the quality 
of the photos. This shows the difficulty of taking pictures by 
people with visual impairment. While the proposed system 
is intended to generate photos to share with sighted people, 
it can also be used for such assistive technologies. 

Some other services are also provided. OrCam MyEye 2 [1] 
is a wearable device that can read a text, and recognize a 
face and a product. vOICe [26] is also a wearable device 
(software) that can recognize the scene in front of the user. 

Projection of 360-degree videos into normal field-of-view 
A related research field to our proposed method is to project 
a 360-degree video into a normal field-of-view [28, 27, 15, 
19, 17]. Their goals are to generate an informative normal 
field-of-view video, which looks like taken with a standard 
camera, from a 360-degree video captured with an omni-
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Figure 1: An overview of the proposed system. 

directional camera. In particular, [15, 17] take into account 
objects detected by an object detector. However, they in-
tend not to crop the region the user wants but to crop an 
informative region. 

Light field camera 
The process of the proposed framework is similar to that of 
light field camera [21] with regard to the capability to gen-
erate images the user likes after the scene is captured. A 
representative vendor of consumer products was Lytro [20], 
which shut down its operation in 2018. The light field cam-
era of Lytro consists of a microlens array. It can preserve 
the “light field” at a moment and refocus pictures afterward. 
For example, assume a photo contains a person and a dog. 
The user can generate an image a person is in focus and 
that a dog is in focus as well as an image both are not in 
focus afterward. 

Compared to the proposed framework, a light field camera 
corresponds to an omni-directional camera and a refocused 
image corresponds to a cropped image. 

Proposed System 
Overview 
An overview of the proposed method is illustrated in Fig. 1. 
The process of generating a photo is divided into four steps: 
image capturing, photo selection, object selection, and 
showing the result. In step 1, the user takes an omni-directional 
camera image followed by recording a voice memo. In 
steps 2 to 4, the user generates an image reflecting the 
user’s preference using the web user interface with help 
of a screen reader if needed. The screenshots of the web 
user interface in steps 2 to 4 are shown in Fig. 2. 

In step 1, in image capturing, we use an omni-directional 
camera. As the camera is equipped with two fish-eye cam-
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(a) Photo selection (Step 2 of Fig. 1). 

(b) Object selection (Step 3 of Fig. 1). 

(c) Showing result (Step 4 of Fig. 1). 

Figure 2: Screenshots of the web 
user interface. 

eras, it can take a photo of the surrounding scenery of 
the user. When the shutter button is pressed, an omni-
directional camera image is taken. At the same time, au-
dio recording starts and lasts until the button is released. If 
the button is released in less than ten seconds, the record-
ing ends in ten seconds. That is, recording lasts at least 
ten seconds. This is designed for encouraging the user to 
speak something that helps remind the user of the subject 
and situation at the moment of taking a photo. Captured 
omni-directional camera images and recorded audios are 
automatically uploaded to the VisPhoto server when the 
omni-directional camera is connected to the Internet. 

In step 2 (see Fig. 2(a) for screenshot), the user selects one 
image among all uploaded images using the VisPhoto web 
interface which can be accessed with the user’s comfort-
able device such as the user’s iPhone and PC with a screen 
reader. As supplementary information of an image, date 
and time the image is taken, the recorded audio and the list 
of detected objects are provided. The list of detected ob-
jects is obtained by applying an object detection method to 
uploaded omni-directional camera images on the VisPhoto 
server. Object detection is a well-defined task in computer 
vision (e.g., [25, 24]); given an image, positions of regis-
tered objects are outputted. That is, it finds out object re-
gions associated with registered object names. Of course, 
it is not perfect. For example, we experienced a case that 
an unknown stuffed toy is detected as a teddy bear. Even 
such a wrong detection in the formal definition is often ben-
eficial, as it may retrieve objects which are not registered in 
the object detector. As the supplementary information, GPS 
information is not provided because the omni-directional 
camera does not record it. 

In step 3 (see Fig. 2(b) for screenshot), from the objects 
detected in the selected image, the user selects the ones 

that should be included and excluded. The web interface 
provides the list of the detected objects arranged using the 
clock position. In the web user interface, for each object, 
three radio buttons corresponding to “include,” “don’t care” 
and “exclude” are provided. 

In step 4 (see Fig. 2(c) for screenshot), as a “photo,” the 
system outputs a cropped region satisfying the user’s pref-
erence and looking beautiful from an aesthetic point of view. 
The photo can be downloaded. The filename of the photo 
contains the objects that are detected in the cropped image, 
so that the user can know what objects are contained. 

Implementation 
As the omni-directional camera, we used Ricoh Theta se-
ries. Two models Theta V and Z1 can add new functional-
ities by installing plug-ins [22]. As their OSs are Android, 
the plug-in can be developed as an Android app. We imple-
mented the photo-taking app of VisPhoto. The app is fully 
audio guided. For example, after the app boots, it says “wel-
come to VisPhoto.” It also speaks “start recording,” “stop 
recording,” “ready,” “VisPhoto is shutting down“ and so on. 
However, Theta itself is almost free from sounds. Hence, 
the user needs to boot the VisPhoto app without any sound 
feedback. This is a drawback of the current implementation. 
A workaround is to teach the blind user how to use the Vis-
Photo app alone, e.g., "to boot the device, press the power 
button for 2 sec. and wait for 16 sec. And then,...". We need 
to ask the vendor to improve this. 

In the server, as soon as the images are uploaded, ob-
ject detection is applied to them. As the object detection 
method, we used a tensorflow implementation [9] of you 
only look once (YOLO) version 1 [24] trained on COCO 
dataset [18] consisting of 80 object categories. One prob-
lem here is that a captured omni-directional camera image 
is in the equirectangular format. However, YOLO assumes 
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Cropping region

𝑅𝑖 =

(𝑥1, 𝑦1)

(𝑥2, 𝑦2)

Figure 3: Definition of Ri. The red 
rectangle represents the bounding 
box of an object (apple). The blue 
rectangle represents the 
intersection of the object region 
and the cropping region. Then, Ri 

is defined by the ratio of the area of 
the red rectangle to the area of the 
blue rectangle. 

a perspective image, which is a standard format that can be 
taken with a standard digital camera. In order to solve this 
problem, we projected an omni-directional camera image 
onto eight perspective images and YOLO was applied to 
them. The information on the detected objects from eight 
perspective images are projected back to the original omni-
directional camera image and merged. Then, the detected 
objects are arranged using the clock position. 

Once the preference of the user is given in the form of 
“which objects should be included and excluded in the 
cropped image,” the desired image is generated by crop-
ping the omni-directional camera image. The process be-
gins with generating a new projected image whose center is 
equal to the center of the centers of the objects marked as 

Cincluded. That is, the coordinate (x , yC) of the center of 
the new projected image is given by X1C C C(x , y C) = (xi , yi ), (1)

|Iin| 
i∈Iin 

where (xi 
C, yC) is the coordinate of the center of the i-thi 

object, and Iin is the set of indices of the objects marked 
as included. Then, we define an energy function E(θ) as a 
function of a rectangular region θ, and crop the region that 
minimizes the energy function. The rectangular region θ is 
defined by θ = (x1, y1, x2, y2), where (x1, y1) and (x2, y2) 
are the coordinates of the upper-left and lower-right corners 
of the region, respectively. Similar to Iin, let Iout be the set 
of indices of the objects marked as excluded. As is illus-
trated in Fig. 3, let Ri be the area ratio of the intersection of 
the i-th object and the cropping region to the whole object. 

Then, the energy function E(θ) is given as follows. 

Econst(θ) + 1 
E(θ) = (2)

Eaes(θ) 

X X 
Econst(θ) = Ri + (1 − Ri), (3) 

i∈Iout i∈Iin 

where Eaes(θ) is the output score of view finding network 
(VFN) [8, 2]. VFN is an aesthetics-aware deep neural net-
work that finds the best sub-views in an image. A larger 
score means more beautiful from an aesthetic point of view. 
Eq. (2) is minimized by using Nelder-Mead method, which 
finds the minimum of the objective function. 

Conclusion 
In this paper, we have contributed to propose a novel photo-
taking system that employs an omni-directional camera, 
which is called VisPhoto. Unlike the mainstream researches 
which provide the user with feedback to aim at the subject 
in real time, the proposed system does not need to give 
feedback when an omni-directional camera image is taken. 
It is because the omni-directional camera captures an im-
age of all surroundings of the user at once and the user can 
crop a good region in the post-production. To select a good 
region, we used the information of detected objects and the 
quality score of a cropped region from an aesthetic point of 
view. 

The future work includes the evaluation of the proposed 
method. For evaluating the usability, advantage and dis-
advantage of the proposed system, we will conduct a user 
study with people with visual impairment. We will also con-
duct a user study to evaluate the quality of the generated 
photos by the proposed system. In the study, we will hire 
sighted people because the quality of photos is not able to 
be evaluated by people with visual impairment. 
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