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Abstract

Conventional segmentation technique cannot extract an
isolated character and a touching character. In this paper,
to utilize information of such characters, we propose a novel
character recognition method based on extracting feature
points and voting. The voting algorithm of the proposed
method is similar to the generalized Hough transform. This
method enables us to extract and recognize such trouble-
some characters in relatively shorter computational time.
The effectiveness of the proposed method is confirmed by
experiments.

1 Introduction

Accuracy of character recognition for segmented char-
acter image is enough for practical use. However, a con-
ventional segmentation method can be applied to only well-
defined problems such that the characters constitute a string
and a character is completely separated from other charac-
ters and so on. Therefore, an isolated character which does
not constitute a character string, and a touching character
which is connected to other characters are hard to extract. In
this paper, we propose a novel character recognition method
which executes segmentation and recognition of a character
simultaneously. The proposed method extracts features and
then votes. The voting algorithm is similar to the general-
ized Hough transform [1, 2, 3]. The proposed method al-
lows segmentation of an isolated character, a touching char-
acter and so on in relatively shorter computation time.

2 Preparation

2.1 Input image and reference image

“Input image” is a relatively large image such as a pho-
tograph including isolated characters. “Reference image” is
a relatively small image of one of the 52 alphabet letters and
10 numerals.
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Figure 1. Features.

2.2 Histogram of edge directions

The proposed method searches for eight kinds of features
described in Sec. 2.3 from the square area of 5× 5 pixels in
the input image and the reference images. The square area
is called searching area. Each feature is characterized by a
histogram of edge direction in a searching area.

A histogram is constructed as follows. In advance, the
edge direction and the edge intensity of each pixel is calcu-
lated with the Sobel filter. The edge direction is quantized
into n bins whose width is θ = 2π

n radian. Namely, n inter-
vals of bins are defined as
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, 0 ≤ t ≤ n− 1. (1)

Then, a histogram whose bin width is θ = 2π
n radian is

constructed in a searching area. To eliminate the effect of
noise, a pixel whose edge intensity is less than a threshold is
regarded as a no edge pixel. The histogram does not contain
such no edge pixels. Finally the histogram is normalized so
that the sum of all the bin values to be 1. This normalized
histogram is used as a feature vector of n dimensions for the
searching area.
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2.3 Features

A corner, a curve, a branch, an intersection and a bending
point have been considered as effective features in character
recognition [4]. In the proposed method, four corners and
four curves are used as features because they are easy to
extract by search and seem to be effective. Four corners are
“upper left”, “upper right”, “lower left” and “lower right”
(See Fig. 1(a)). Four curves are “up”, “down”, “left” and
“right” (See Fig. 1(b)).

To extract features robustly, larger θ is desired. However,
to extract complex features, smaller θ is required. There-
fore, θ depends on features: θ = π/2 (i.e., n = 4) was used
for corners, and θ = π/8 (i.e., n = 16) for curves. A loose
feature of four bins can extract corners of both regular font
such as Arial and oblique font such as Franklin.

2.4 Similarity

To evaluate how much a searching area is similar to each
feature, a similarity measure proposed by Swain et al. [5] is
used. Let H be the histogram of the searching area, M be
the histogram of a corner feature or a curve feature. Then,
the similarity between H and M are

SHM =
Q∑

t=1

min(Ht, Mt), (2)

where Ht and Mt are the t-th bin value of H and M re-
spectively, and Q is the number of bins of the feature (i.e.,
4 or 16). Since both H and M are normalized histograms,
0 ≤ SHM ≤ 1. If the similarity of the searching area is
larger than a threshold T1, the searching area is regarded as
a feature point. The range of T1 is 0 ≤ T1 ≤ 1.

3 Segmentation and recognition of isolated
characters

The proposed method is similar to the generalized
Hough transform. Therefore we explain the generalized
Hough transform at first, then we explain the proposed
method.

3.1 The generalized Hough transform [3]

The generalized Hough transform is used to detect a fig-
ure that cannot be analytically easily expressed although it
has the particular silhouette. We explain the generalized
Hough transform without considering rotation and expan-
sion or reduction below.
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j

Figure 2. The generalized Hough transform.

Edge direction
Locations of feature points

from the reference point
φ1 (r11, α11), (r12, α12) ,. . .
φ2 (r21, α21), (r22, α22) ,. . .
...

...

Table 1. R table of the generalized Hough
transform.

3.1.1 Description of a figure

In the generalized Hough transform, a target figure is regis-
tered by feature points. This process equals to construct an
R table as shown in Table 1. At first, a reference point in the
target figure is set as shown in Fig. 2 and each edge point
of the target figure (we call this feature point) is also set.
A vector from the reference point to the j-th feature point
(which corresponds to a combination of rj and αj in Fig. 2)
is calculated, and the edge direction of the feature point (φi

in Fig. 2) and the vector is registered in the R table. The
edge direction is used as an index.

3.1.2 Detection of a figure

The following procedure detects the target figure. First, all
the edge directions are examined. For convenience of ex-
planation, the edge direction at coordinate (X, Y ) is as-
sumed to be φ. Secondly, candidate locations of the ref-
erence point are calculated from the edge direction φ by
referring the R table. The candidate of the reference point
calculated is called voting point. Then the voting value at
the voting point is increased by one degree. Here, if φ = φ2,
the voting points will be (X − r21cosα21, Y − r21sinα21)
and (X − r22cosα22, Y − r22sinα22). After all the votes
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are finished, figures whose reference point have large voting
values are detected.

3.2 The proposed method

The difference between the proposed method and the
generalized Hough transform is summarized as follows.

(1) Although a vote in the generalized Hough transform
is based on edge directions, a vote in the proposed
method is based on types of the detected features.

(2) Although a vote in the generalized Hough transform
increases the voting value only at the reference point,
a vote in the proposed method increases not only the
reference point but also the points around the reference
point. This enables to detect figures robustly even if
fonts are different.

(3) Although the maximum number of the voting value is
undecided in the generalized Hough transform, it is de-
scribed by F

(k)
s defined in Sec. 3.2.1 in the proposed

method.

3.2.1 Description of a figure: detection of the feature
points from the reference image

First of all, all the corner and curve feature points are de-
tected from the reference images. The information on the
positions and types of the feature points are used for de-
scription of a figure. However, since the feature points tend
to be detected too much, these points are narrowed down to
a representative point as illustrated in Fig. 3. The represen-
tative point is decided to have the highest similarity among
the points around it within q pixel distance. q = 5 is used
in this paper.

Then the number of the points represented by a repre-
sentative point is used as the voting weight. Let W

(k)
ij be

the voting weight of the j-th representative point of the i-
th feature of character k. The position of the representative
point is determined by voting vectors as illustrated in Fig. 4.
In the generalized Hough transform, the vector corresponds
to a combination of rj and αj . It is defined as follows. Let
the origin be the upper left corner of the reference image
of a character. Let N

(k)
i and R

(k)
i be the number of occur-

rences of the i-th feature in the reference image and that
of their representative points respectively. Let (x(k)

ij , y
(k)
ij )

be the coordinate of the j-th representative point of the i-th
feature in the character k. The voting vector is defined as

f
(k)
ij = (x(k)

ij , y
(k)
ij ), 1 ≤ i ≤ 8, 1 ≤ j ≤ R

(k)
i . (3)

Figure 3. Detected feature points of the upper
left corner feature from the reference image
(left) and their representative points (right).

The upper left corner
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Representative
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Representative
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Figure 4. Feature point extraction from a ref-
erence image. Three representative points
represent three clumps of feature points ex-
tracted as the upper right corner. A voting
vector is a vector from the upper left corner of
the character image to a representative point.

The total number of occurrence of eight features in the
reference image of character k is defined by

F
(k)
S =

8∑
i=1

N
(k)
i . (4)

This value is used in Sec. 3.2.2.

3.2.2 Detection of a figure: segmentation

At first, all the feature points are detected from the input
image, and these feature points are also narrowed down into
representative points as in Sec. 3.2.2. Then, figures are de-
tected by voting. The categories of the characters and their
locations are also determined by voting at the voting point
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Input image

Voting
points

Character
image

Figure 5. Feature point extraction and seg-
mentation from the input image. There are
three voting points for each representative
point in this example.

P
(k)
ijl . P

(k)
ijl is given as

P
(k)
ijl = xil − f

(k)
ij , 1 ≤ j ≤ R

(k)
i , for all k, (5)

where xil is the l-th representative point of the i-th feature
in the input image. In short, the voting point is a candidate
of the upper left corner of a character image as illustrated in
Fig. 5.

To allow deformations of a character image, the neigh-
bors of the voting point are also voted. The voting rule is as
follows: Let v

(k)
ij (x, y) be the voting table, which stands for

the voting value at (x, y) of the input image. In advance, it

is initialized as v
(k)
ij (x, y) = 0 for all (x, y). The neighbors

within r pixels distance from the voting point are voted as

v
(k)
ij (x, y) = W

(k)
ij , for (x, y) s.t.

∣∣∣
∣∣∣(x, y)− P

(k)
ijl

∣∣∣
∣∣∣ ≤ r.

(6)

In this paper, r = 10 is used. Note that even if the same
point is voted more than once, the voting value is W

(k)
ij as

long as the same voting vector is used.
After voting, let V (k)(x, y) be the sum of the voting ta-

bles v
(k)
ij (x, y). Namely,

V (k)(x, y) =
∑

i

∑
j

v
(k)
ij (x, y). (7)

V (k)(x, y) stands for the possibility that the upper left cor-
ner of the character image of category k exists at (x, y).
Let T2 be the threshold of character segmentation where
0 ≤ T2 ≤ 1. If

V (k)(x, y) ≥ F
(k)
S T2 (8)

is satisfied, (x, y) will be determined to be the upper left
corner of an image of character k. Note that, F

(k)
S =

maxV (k)(x, y).

3.2.3 Comparison with the traditional template
matching method

Compared with the simple traditional template matching
method, the proposed method can detect a deformed char-
acter more robustly. Therefore the computational cost of
the proposed method is a little larger than that of a simple
template matching method.

The details of the computational cost are described be-
low. When the size of the reference image is M × M ,
and that of the input image is N × N , the computational
cost of the simple template matching method is O(M2N2).
In the proposed method, for the feature extraction, it is
O(8 × 52N2) because it searches 8 kinds feature of 5 × 5
with template matching method. O(8 × 52N2) is less than
O(M2N2) for M > 10

√
2, i.e. M ≥ 15. For the voting

algorithm, let X
(k)
i be the number of representative point of

the i-th feature of character k in the input image. Then, the
computation cost of the voting algorithm of the proposed
method is O(r2R

(k)
i X

(k)
i ). Since the voting algorithm is

added to template matching method, the computation cost
of the proposed method is larger than the simple template
matching method.

4 Experiments

To confirm the effectiveness of the proposed method,
three experiments were carried out against (1)different
fonts, (2)touching characters, (3)isolated characters. As the
preliminary to all the experiments, both the reference and
input images were converted into gray scale and smoothing
filter was applied to them.

The proposed method ignores no edge pixels, and does
not use the information of them for segmentation and recog-
nition. However, combination of many no edge pixels and a
few edge pixels in a searching area can cause miss detection
of the feature points. Therefore, a searching area in which
over 70% pixels are no edge pixels is ignored.

Recognition results are classified into three categories
for evaluation: “Correct”, “Match”, and “Miss”. If the ex-
tracted character images consist of only the same category
as the reference one, it is classified into “Correct”. If the
extracted images include the same category as the reference
one and more than one other characters, it is classified into
“Match”. If all the character images of the same category
as the reference one are not extracted, it is classified into
“Miss”.

4.1 Against different fonts

Input images of several fonts were prepared. When the
fonts of the reference image and the input image were the
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Font Correct Match Miss

Arial Black 18 (29%) 43 (69%) 1 (2%)
Franklin 15 (24%) 44 (71%) 3 (5%)

Maru Gothic 22 (35%) 23 (37%) 17 (27%)

Table 2. The number of occurrences and its
ratio fot different fonts. The sum of ratios
is not always 100% because the ratios are
rounded.

same, recognition rate was 100%. Therefore, experimen-
tal results against different fonts are shown here. Arial was
used for the reference images, and Arial Black, Franklin and
Maru Gothic were used for the input image: Arial Black
is bold, Franklin is oblique, Maru Gothic has rounded cor-
ners. Two thresholds T1 = 0.75 and T2 = 0.85 were used.
Recognition results are summarized in Table. 2.

The table shows that almost 30% were classified into
“Correct”. Also, more than 95% of Arial Black and
Franklin, and more than 70% of Maru Gothic were classi-
fied into either “Correct” or “Match”. Though images of
“Match” contain images of other categories, they can be
recognized by conventional charactrer recognition methods
for extracted character images. Therefore, sum of “Cor-
rect” and “Match” shows the effectiveness of the proposed
method.

Then, we consider the causes of “Miss”. 27% of Maru
Gothic were classified into “Miss”. One of the reason is
thresholds. When T2 = 0.75 were employed instead of
T2 = 0.85, all categories were correctly extracted (in detail,
6 categories were “Correct” and the rest were “Match”).
Therefore, this problem can be solved by determining the
proper threshold for the image.

4.2 Against touching characters

An image including touching characters [6] was used as
the input image. “S” of Arial was used as the reference
image. T1 = 0.75 and T2 = 0.8 were used. The size of
the reference image was changed to fit the largest “S” in the
input image. The recognition result in Fig. 6 shows that “S”
was correctly extracted (“Correct”). In addition, “e” was
also extracted (“Match”).

In this experiment, since the size of the reference image
fit the largest “S” in the input image, smaller “S”s were not
extracted. Therefore, an invariant method for the size of the
input image are required.

Figure 6. Recognition of touching characters:
the reference image was “S”.

4.3 Against isolated characters

To confirm the effectiveness of the proposed method
against isolated characters in scene images, experiments
were carried out. For all images, T1 = 0.75 and T2 = 0.8
were used. The size of an input image was reduced so that
the size of the character in the input image is equal to that
of the reference one.

The proposed method utilized the Sobel filter for extract-
ing the edge direction in the input and the reference images.
However, there is a problem that the extracted edge direc-
tion is different in the case of the black lettering on a white
background and the white lettering on a black one, since the
proposed method determines the edge direction that based
on the black lettering on a white background. Therefore,
we used reversed color to avoid this problem if the image
includes white lettering on a black background.

The experimental results are shown in Figs. 7 to 19. Ar-
ial font wes used for the reference image. For each figure,
the character used as the reference image is shown in the
caption. In summary, the following two results were ob-
tained.

(1) Over 90 percents of the characters in the input im-
ages were segmented by the proposed method. This re-
sult confirms the effectiveness of the proposed method for
isolated characters in scene images. Though images of
“Match” contain images of other categories, they can be
recognized by conventional charactrer recognition methods
for extracted character images. Therefore, hereafter we con-
sider the causes of “Miss” such as “3” in the number plate of
a car in Fig. 18(a) and “C” in the thermometer in Fig. 15(b).
Two main causes look to be (i) threshold T2, and (ii) essen-
tial difference between character shapes of an input image
and a reference one. For the cause (i), change in threshold
T2 helps recovering from the failure of extraction. For ex-
ample, the characters in Fig. 19 were not extracted when
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T2 = 0.8. However, when T2 was changed into 0.7, both
images were extracted completely. This indicates an au-
tomatic selection method of the threshold is required. For
the cause (ii), it is difficult for the proposed method to ex-
tract figures. For example, the shape of “1” in the number
plate in Fig. 18(b) is similar to “I” of Arial font rather than
“1”. When “I” was used as the reference image, “1” was
extracted successfully. Here is another example. Fig. 21
includes “3” of the reference image and that in the number
plate in Fig. 18(b). The two figures show that there is great
difference in extracted feature points.

(2) The average computation time of the proposed
method was 5.2 seconds, while that of the simple template
matching method was 0.73 seconds. The machine used is
2.4GHz Pentium 4 with 1024MB memory. The proposed
method takes more time than the template matching method
because the neighbors within 10 pixels distance from the
voting point are voted to allow deformations of a character
image. The proposed method can detect a deformed char-
acter by this procedure, while the simple template matching
method cannot.

5 Conclusion

In this paper, we proposed a novel character recognition
method which executes segmentation and recognition si-
multaneously. The proposed method is based on histogram
of edge directions. Experimental results showed the effec-
tiveness of the proposed method against (1)different fonts,
(2)touching characters, and (3)isolated characters. Devel-
oping automatic selection method of thresholds and invari-
ant method for the size of the input image are future works.
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Figure 7. A recycle mark: “1”.

(a) “6”. (b) “P”.

Figure 8. Signboards of a bus stop and park-
ing.

Figure 9. Signboards of a taxi stand: “T”.
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Figure 10. A tachometer of a car: “4”.

Figure 11. A speed meter of a car: “0”.

(a) “D”. (b) “N”. (c) “P”.

Figure 12. A shift indicator of a car.

(a) “L”. (b) “R”.

Figure 13. A mirror adjuster of a car.

(a) “E”. (b) “F”.

Figure 14. A fuel gauge of a car.

(a) “H”. (b) “C”.

Figure 15. A thermometer of a car.
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Figure 16. A traffic sign: “4”.

Figure 17. A management number of a vend-
ing machine: “1”.

(a) “3”.

(b) “I ”. Thereshold T2 = 0.95.

Figure 18. A number plate of a car.

(a) “2”. (b) “5”.

Figure 19. Signboards of an address and a
number. Thereshold T2 = 0.7.

Figure 20. Push buttons of a telephone: “2”.

(a) “3” of the
Arial font.

(b) “3” in the number
plate in Fig. 18.

Figure 21. Extracted feature points.
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