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Abstract

There are many problems to realize camera-based char-
acter recognition. One of the problems is that characters
in scenes are often distorted by geometric transformations
such as affine distortions. Although some methods that re-
move the affine distortions have been proposed, they can-
not remove a rotation transformation of a character. Thus
a skew angle of a character has to be determined by ex-
amining all the possible angles. However, this consumes
quite a bit of time. In this paper, in order to reduce the
processing time for an affine invariant recognition, we pro-
pose a set of affine invariant features and a new recogni-
tion scheme called “progressive pruning.” The progressive
pruning gradually prunes less feasible categories and skew
angles using multiple classifiers. We confirmed the progres-
sive pruning with the affine invariant features reduced the
processing time at least less than half without decreasing
the recognition rate.

1. Introduction

Recently, portable digital cameras and mobiles phone
with built-in cameras have got very popular. Since some of
them have over ten million pixels, without hesitation we can
call them general purpose capturing tools with high poten-
tial and high portability. Due to the ability of the cameras,
camera-based character recognition have been focused. Us-
ing the character recognition techniques at any time and any
place, many convenient services can be realized. For exam-
ple, a service which offers the related information to the
things where the user is interested can be realized by just
capturing them. For another example, by recognizing every
character in a scene, a system may be able to offer selected
important information to the user.

In order to realize such systems by camera-based char-
acter recognition, there are many problems to solve [1, 4].
From the problems, we focus on distortions because char-

acters in scenes are often distorted by geometric transfor-
mations. One approach to resolve the problem is to remove
distortions.

For affine distortions, Ohta et al. [2] and Leu [3] have
proposed the same method which normalizes the affine dis-
tortions. However, this method has a drawback that this
cannot remove a rotation transformation of the character.
Thus a skew angle of a character has to be determined by
examining all the possible angles, and this consumes quite
a bit of time. For the problem, Wang et al. [7] have pro-
posed a method to estimate the skew angle from moments.
However, the method failed to estimate the angle because
the estimated skew angle depends on the affine transforma-
tion that the character suffer (i.e., depends on the longer
direction after the distortion) instead of the skew angle it-
self. In addition, although moment-based methods seem to
be good because they can be derived from simple equations
and calculated in short time, they are very weak for noise.
Therefore, the task of estimating the skew angle with short
processing time is still strongly demanded.

In this paper, in order to reduce the processing time for
an affine invariant recognition, we propose a set of affine in-
variant features and a new recognition scheme called “pro-
gressive pruning.” The features can be calculated under
affine distortions and roughly distinguish characters. The
progressive pruning gradually prunes less feasible cate-
gories and skew angles using multiple classifiers.

2. Basic Recognition Method by Affine Nor-
malization

We explain a basic way of recognizing an affine distorted
character image by applying an affine normalization [2, 3]
and a Brute force search of the skew angle. This method
is refereed as “conventional method” in the experiments in
Sec. 4.
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Figure 1. Affine normalization

2.1. Affine normalization

The methods which normalize an affine distorted image
have been proposed [2, 3]. As shown in Fig. 1, the methods
estimate an ellipse which approximates the character. We
call the ellipse “approximate ellipse.” Since a transforma-
tion of an ellipse into a circle is an affine transformation, we
obtain a normalized image by applying the transformation
which normalizes the estimated ellipse into a circle. The ap-
proximate ellipse is calculated using the covariance matrix
of the character.

Let us go into greater detail. Since the approximate el-
lipse has the same covariance matrix as the character, we
begin with the estimation of the covariance matrix C of the
character. C is defined as

C =
[

m20/m00 m11/m00

m11/m00 m02/m00

]
, (1)

where m00, m02, m11 and m20 are the central moments
defined as

mij =
∫∫

xiyjf(x, y)dxdy, (2)

where

f(x, y) =
{

1 if (x, y) ∈ character region
0 if (x, y) ∈ non-character region

Then, we normalize the character using the inverse co-
variance matrix C−1 of the covariance matrix C. Let
(x0, y0) and (x1, y1) be the (x, y)-coordinates before and
after transformation, respectively. If the center of mass[

m10

m01

]
does not move by the affine transformation, we

obtain[
x1

y1

]
= C−1

[
x0 − m10

y0 − m01

]
+

[
m10

m01

]
. (3)

Note that the normalized image obtained by the trans-
formation is not the usual character image that we observe
without distortions. For example, we can easily imagine
that ellipsoidal characters such as “0” (zero) and “O” (in
capital alphabet) are normalized into circumferential shape
images. Similarly, vertically long rectangular characters
such as “I” (in capital alphabet) in a Gothic font is normal-
ized into a square shape image. Thus, the matching proce-
dure has to be carried out using the normalized reference
images and the normalized test image. We will explain the
matching procedure in the next section.

2.2. Recognition after estimating skew an-
gle

After the process described in Sec. 2.1, affine normal-
ized character images are obtained. However, as shown in
Figs. 1(a) and (b), the process does not normalize skew an-
gles. Therefore, we have to search the best angle that offers
the highest similarity between each normalized reference
image and the normalized test image. The simplest way is to
rotate the normalized test image by a certain angle (e.g., ten
degrees) and find the skew angle that provides the highest
similarity. This is achieved by transforming the coordinate
system into the polar coordinate system denoted by (r, θ),
and then creating an angle histogram whose bin width is
θ0. The matching of histograms finds approximately best
angles by 2π/θ0 matches. Note that if θ0 is large, the pro-
cessing time is small although the estimated angle contains
large error. If θ0 is small, the situation is the opposite. This
is the trade-off relationship. The best value of θ0 depends
on the test image and cannot be determined in advance.

Finally, the normalized test image rotated by the candi-
date angles is recognized using a recognition method for
OCR characters such as the normalized correlation (NC).
This determines the corresponding reference character and
the best angle simultaneously.

3. Proposed Method

We present the proposed method by improving the ba-
sic method described in Sec. 2. The proposed method has
the same normalization process described in Sec. 2.1. How-
ever, angle estimation and recognition process are different
from the one described in Sec. 2.2. Therefore we explain
the latter process in this section.

3.1. Feature histograms

For the preparation of explaining angle estimation and
recognition process, we explain two feature histograms
used in the process.
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Figure 3. Angle histogram. m = 8.

3.1.1 Distance histogram

A distance histogram which represents the distribution of
distances between the image center and pixels is created.
Figs. 2(a) and 2(b) illustrate the distance histograms with 6
bins and 14 bins, respectively.

The distance histogram with k bins is constructed as fol-
lows. First of all, let R be the radius of the normalized
approximate ellipse of a character after the affine normal-
ization process in Sec. 2.1. Let n be the number of bins
inside the circle. n is defined as

n =

{
n = k − 1 if k < 9
n = k − 2 if k ≥ 10.

(4)

Then, we introduce concentric circles whose radii are i
nR,

i = 1, . . . , k−1, respectively. The histogram is constructed
based on the distance r between the image center and a
pixel;

• For the most external circle, that is i = k, increase the
bin value of the kth bin by one.

• Otherwise, increase the bin value of the ith bin by one,
where i is the integer number satisfying i−1

n R ≤ r <
i
nR.

Finally, the histogram is normalized so that the sum of bins
is one.

3.1.2 Angle histogram

An angle histogram which represents the distribution of
pixel angles is created. Fig. 3 illustrates the angle histogram
with eight bins.

The angle histogram with m bins is constructed as fol-
lows. First of all, a normalized character image is divided
into m regions along the rotation direction. The histogram
is constructed based on the angle θ of a pixel (0 ≤ θ < 2π);
Increase the number of pixels by one in the (dθ/me)th bin.
Finally, the histogram is normalized so that the sum of bins
is one.

3.2. Progressive pruning

In this section, we present the process of the proposed
method called “progressive pruning.” It is illustrated in
Fig. 4. It is carried out instead of the process of the con-
ventional method described in Sec. 2.2. The basic idea of
the progressive pruning is as follows. Though the conven-
tional method takes care of only skew angles, actually we
have two-dimensional searching space consists of a charac-
ter class axis and a skew angle axis. Thus we couple them
and gradually reduce candidate pairs by a multi-stage prun-
ing. This enables us to reduce the processing time for the
affine invariant recognition.

For convenience of explanation, we name the following
three stages shown in Fig. 4; Pruning character classes is
“stage A,” pruning skew angles is “stage B,” and a detailed
matching is “stage C.”

3.2.1 Pruning character classes (Stage A)

At the stage A, character classes are pruned using the dis-
tance histogram described in Sec. 3.1.1. We do not consider
skew angles at the stage, however, this means to prune the
candidates of all the rotation angles (from 0 to 360 degrees)
for the pruned character classes.

We investigated the discrimination ability of the distance
histogram. We employed 60 characters from numerals and
alphabets; 10 figures, 24 lowercase alphabets except “i” and
“j” which consists of two connected components, and 26
capital alphabets. As shown in Fig. 5, we prepared images
whose sizes were 96 × 96 pixels and applied various affine
transformations. For the sake of that, the affine transforma-

tion matrix T =
(

a b
c d

)
was decomposed into

T = L(β)R(θ)S(ϕ)A(α) (5)

=
(

β 0
0 β

)(
cos θ − sin θ
sin θ cos θ

)
(

1 tan ϕ
0 1

)(
α 0
0 1/α

)
,
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Figure 4. Progressive pruning. This gradually
prunes candidate pairs each of which con-
sists of a character class and a skew angle.
At the stage A, character classes are pruned
using the distance histogram. At the stage B,
skew angles are pruned using the l different
angle histograms (an angle histogram with
the largest bin width is used first and that
with the smallest one is last). At the stage
C, a detailed matching is carried out. This
enables us to reduce the processing time for
the affine invariant recognition.

Figure 5. Parts of character images used for
the investigation of the discrimination ability
of the distance histogram, picked from 1260
affine distorted images per character.

where

α = ±
√

a2 + c2

ad − bc
, (6)

ϕ = tan−1 ab + cd

ad − bc
, (7)

θ = cos−1 ±a√
a2 + c2

, (8)

β = ±
√

ad − bc. (9)

Since β is the scale parameter, we changed the remain-
ing three parameters α, ϕ and θ in the following ranges:
α = {1, 2, 3, 4}, ϕ = {−1.0,−0.9, · · · , 1.0}, and θ =
{0.0, 0.1, · · · , 1.4}. Thus, by combining them, we applied
1260 affine transformations for each character (1260 comes
from 4 × 21 × 15).

The distributions of the distance histogram in the case of
n = 5 are shown in Fig. 6. The figure shows that (1) by
comparing Fig. 6(a), (b) and (c), the distributions differ
by bins, and (2) the distributions of the distance histogram
vary depending on characters. Especially for (2), characters
which take similar values in a bin do not take similar values
in another bin. Therefore, we confirmed that the distance
histogram has the discrimination ability enough to roughly
distinguish characters.

3.2.2 Pruning skew angles (Stage B)

At the stage B, skew angles are pruned using the angle his-
tograms described in Sec. 3.1.2. The difference between
the conventional method and the proposed method is the
number of histograms. The conventional method employs
only one histogram. In contrast, the proposed method em-
ploys a certain number (say, l) of histograms. An angle
histogram with the largest bin width is used first and that
with the smallest one is last. This means that the proposed
method gradually reduces candidate skew angles. Hereafter,
the number of bins of ith angle histogram is denoted as mi.
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Figure 6. Distributions of bin values of the distance histogram. (a), (b) and (c) correspond to the first,
the fourth, and the fifth bin from the image center, respectively. The histogram of the distribution
for each character is plotted in red; Horizontal axis represents frequency. A green line connects the
mean values of the distributions. The distributions are normalized so that the mean is zero and the
standard variance is one.

3.2.3 Detailed matching (Stage C)

At the stage C, a detailed matching is carried out. The de-
tailed matching finds the pair of the character class and the
skew angle which offers the highest similarity to the nor-
malized test image. Since less feasible pairs are pruned be-
fore the stage C, only feasible pairs are examined. In this
paper, The normalized correlation (NC) is used for the de-
tailed matching. The NC uses the combination of the dis-
tance histogram and the angle histogram with 360 bins (i.e.,
bin width is 1 degree).

3.3. Similarity measure

In this paper, a similarity measure proposed by Swain
et al. [6] is used. Let H and M be the histograms of the
test image and a reference image, respectively. Then, the
similarity between H and M are given as

SHM =
N∑

b=1

min(Hb, Mb), (10)

where N is the number of bins, and Hb and Mb are the bth
bin value of H and M , respectively. Since both H and M
are normalized histograms, SHM satisfies 0 ≤ SHM ≤ 1.
If the similarity is equal or less than a threshold, the corre-
sponding character or skew angle is rejected. The thresh-
olds of the distance histogram and the angle histogram
should be determined in preliminary experiments.

Table 1. List of similar characters. Characters
in a cell were treated as the same class.

0 O o 6 9 I l S s V v
W w X x Z z p d q b

4. Experiments

In order to confirm the effectiveness of the proposed
method, we carried out three experiments.

4.1. Robustness and pruning effect for affine
distorted character images

For affine distorted character images, we investigate the
effect of the proposed method in both recognition rates and
processing time by changing parameter values.

We employed 60 characters from numerals and alpha-
bets; 10 figures, 24 lowercase alphabets except “i” and “j”
which consists of two connected components, and 26 capital
alphabets. Since some characters are difficult to distinguish
under affine distortions, the characters in a cell in Table. 1
were treated as the same class in all the experiments.

Reference character images were created in the follow-
ing manner; Character images of 100 points Arial font were



Figure 7. Affine distorted character images.
(1) was created by translating the upper left
and the lower right corners toward the image
center by 25 pixels. (2) was created by the
similar operation but the translated corners
were the upper right and the lower left. (3)
and (4) were created by reducing the height
and the width to 2/3 times, respectively.

created, and then scaled so that the sizes of “0” were 51×98
pixels. Test images were created as follows; Each reference
image was put on the center of a white image whose sizes
were 150 × 150 pixels, and then transformed by four affine
transformation matrices. Examples of the test images are
shown in Fig. 7.

Fig. 8 shows the relationship between k and the average
processing time in the case of l = 1 and m1 = 120. The
definition of the average processing time is the average time
to process a test image in CPU time on the PC with 2.8GHz
AMD Opteron. The figure shows that as k increased, the
average processing time decreased. The reason seems that
since a distance histogram with a small bin width had high
discriminant ability, a large number of less feasible candi-
dates were rejected. The recognition rates were 100% for
all values of k. The proposed method with k = 1 and l = 1
corresponds to the conventional method. Since the process-
ing time was 248ms for k = 1 and 111ms for k = 20, we
confirmed the proposed method outperformed the conven-
tional method.

Fig. 9 shows the relationship between m1 and the aver-
age processing time in the case of k = 20 and l = 1. The
figure shows that (i) small values of m1 marked very large
processing time, (ii) m1 = 120 marked the smallest pro-
cessing time, 111ms, and (iii) the average processing time
increased as |m1 − 120| increased. The reason of (i) seems
that when m1 was small, the discriminant ability at the stage
B was small; Thus a small number of less feasible candi-
dates were rejected at the stage B, and a very large number
of candidates had to be processed at the stage C; This con-
sumes quite a bit of time. To the contrary, if m1 was large,
a large number of candidates were rejected at the stage B;
Although this did not consume much time at the stage C,
the processing time at the stage B increased; Thus the pro-
cessing time in total increased. To conclude the discussion
above, the best value of m1 seems to be determined by the
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Figure 8. Relationship between k and the
average processing time for the proposed
method. l = 1 and m1 = 120 were used.

trade-off relationship. This seems to be the reason for (ii)
and (iii). The recognition rates were 100% for all values of
m1.

Fig. 10 shows the relationship between m1 and the av-
erage processing time in the case of k = 20, l = 2 and
m2 = 120. The figure shows that (1) m1 = 12 marked the
smallest processing time, 108ms, and (2) the average pro-
cessing time increased as |m1−12| increased, especially for
a large m1. For (2), when m1 was large, the discriminant
ability and the processing time for two angle histograms got
similar because m1 and m2 were close. If two similar prun-
ing processes ran, the second pruning rejected a very small
number of less feasible candidates although the second con-
sumed similar amount of time to the first. Thus the process-
ing time seems to be large when m1 was large. From the
above discussion, the best value of m1 also seems to be
determined by the trade-off relationship. Thus m1 = 12
seems to be the best balanced value. The recognition rates
were 100% for all values of m1.

The three experimental results show that the effect of the
progressive pruning in both recognition rates and process-
ing time for affine distorted character images. The best pa-
rameters were k = 20, l = 2, m1 = 12 and m2 = 120 1 2.
The proposed method reduced 44% of the processing time
in the parameters (44% comes from 108/248). We used the
parameters in the following experiments.

1By preliminary experiments, we confirmed the processing time in the
cases of l ≥ 3 was larger than that of l = 2 due to the overhead of pruning.
However, we believe the overhead can be reduced in future.

2As k increased, the processing time decreased. However, too large k
can cause recognition error. Thus k = 20 was selected.
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4.2. Robustness for perspectively distorted
character images created synthetically

We carried out an experiment to investigate the discrimi-
nant performance of the proposed method for perspectively
distorted character images created synthetically.

Reference images of 100 points Arial font were cre-
ated, and then scaled so that the sizes of “0” were 35 × 55
pixels. Test images were created as follows; Each refer-
ence image was put on the center of a white image whose
sizes were 150 × 150 pixels, and then applied projective
distortions on the image. The projective distortion was
controlled by the (x, y)-displacement of four corners of a
character image. For each corner, there were four varia-
tions of the (x, y)-displacement, (0, 0), (0, δ), (δ, 0) and
(δ, δ) toward inside, where δ denotes the displacement by
pixel. Thus, for a fixed δ, 44 = 256 test patterns were
created from a single reference character image. We used
δ = 5, 10, 15, 20, 25, 30, 35, 40, 45, 50. Fig. 11 shows sev-
eral test patterns of “R”.

The relationship between δ and a recognition rate is
shown in Fig. 12. When δ ≤ 10, the recognition rate was
100%. As δ increased, the recognition rate decreased. How-
ever, the rate was higher than 90% when δ ≤ 40, and the
rate was about 80% when δ = 50. Thus, the proposed
method was robust to light perspective distortion which can
be approximated as an affine transformation.

4.3. Recognition performance for real scene
images

Recognition performance of the proposed method was
evaluated for real scene images.
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Figure 11. Parts of perspectively distorted
character images used in Sec. 4.2.

Reference images of 100 points “MS Gothic” font were
created, and then scaled so that the sizes of “0” were
114 × 203 pixels. Test images were created as follows;
As shown in Fig. 13, the reference characters in 36, 48, 60
and 72 points were printed circularly on A4 size paper, and
then the paper was captured from the point of 60cm dis-
tance and angled 45 degrees to the normal of the paper by a
digital camera Canon EOS 5D. A captured image is shown
in Fig. 14. Finally, character images were segmented using
binalization.

The average recognition rate was 78.5%. Most confus-
ing characters had very similar normalized shapes such as
“7”-“L” and “0”-“Q.” They seems to be affected by perspec-
tive distortions.

5. Conclusion

In this paper, in order to realize robust and quick recog-
nition for affine distorted characters, we proposed a new
recognition scheme called “progressive pruning.” This
gradually prunes less feasible categories and skew angles
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Figure 12. Recognition rates for perspec-
tively distorted character images.

Figure 13. An image for printing.

using multiple classifiers. For the pruning, we used a dis-
tance histogram which is a set of affine invariant features
and several angle histograms. We confirmed the progres-
sive pruning with the affine invariant features reduced the
processing time at least less than half without decreasing
the recognition rate. We also confirmed that the proposed
method can by applied to perspectively distorted characters.

Future work includes reducing the overhead of the prun-
ing at the stage B. The most time consuming process is to
calculate the similarity between the histograms of the nor-
malized reference image and a normalized test image. This
can be reduced by active search [5] which enables us to skip
parts of the calculation. If the overhead is reduced, we ex-
pect the number of angle histograms increases and the pro-
cessing time decreases.

Figure 14. Printed image of Fig. 13 was cap-
tured by a digital camera for creating test im-
ages. The sizes of the image were 4368×2912.
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