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Abstract The document image retrieval method that can support various languages has already been proposed.

However, the application of this method for a large-scale database consisting of documents in various languages

has not been shown yet. In this paper, we experimentally evaluate the effectiveness of this method for a large-scale

database of documents in Japanese, Chinese and Korean. From the experimental results, we have confirmed that

this method realizes more than 93% accuracy on a 10,000 pages database for each language.
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1. Introduction

Document image retrieval is a task which finds document

images corresponding to a given query from a database of a

large number of document images. In the document image

retrieval, various types of queries have been employed [1].

In a camera-based version of the document image retrieval,

its queries are documents captured with digital cameras. If

this document image retrieval method is realized, various ser-

vices are linked to documents by capturing paper documents.

Examples of the various services include a markerless Aug-

mented Reality [2] and a camera-pen [3].

As one of document image retrieval methods, the retrieval

method based on a hashing technique called Locally Likely

Arrangement Hashing (LLAH) has already been proposed [4].

In this method, images are retrieved based on their features

which consist of geometric invariants. It has been shown that

more than 95% accuracy is accomplished with about 100 ms

retrieval time on a 10,000 pages database in English [5].

In the above method, feature points are extracted from cen-

troids of word regions. Therefore, if the language of docu-

ments is such as Japanese and Chinese in which words are

not separated, stable feature points can not be extracted. For

this reason, there is a problem that the above method can not

retrieve document images of such languages.

As a solution of this problem, a document image retrieval

method for various languages using LLAH has already been

proposed [6]. This method is an expanded version of LLAH.

In this method, document images written in such as the above

languages can also be retrieved. However, application of this

method for large-scale databases has not been verified yet.

In this paper, we experimentally evaluate the effectiveness

of this method for large-scale databases of Japanese, Chi-

nese and Korean documents. We constructed a 10,000 pages

database for each language and experimented. From the ex-

perimental results, it has been shown that more than 99%

accuracy is accomplished for the queries captured from the

front for each language. We have confirmed that this method

has effectiveness for large-scale databases of these languages.

2. English document image retrieval using
LLAH

We first explain the LLAH [4] for languages in which words

are separated such as English and the retrieval process with

it.

2. 1 Overview of processing

Figure 1 shows the overview of processing of document

image retrieval by LLAH. First, at the step of feature point

extraction, a document image is transformed into a set of fea-

ture points. Next, the feature points are inputted into the

storage step or the retrieval step. These steps share the step

of calculation of features. In the storage step, every feature

point in the image is stored independently into the document

image database using its feature. In other words, a document

image is indexed by using each feature point. In the retrieval

step, the document image database is accessed with features

to retrieve images by voting. We explain each step in the

following.



Figure 1 Overview of processing

2. 2 Feature point extraction

In LLAH, the matching of a document image is based on

the arrangement of feature points. Therefore, feature points

should be extracted stably even under the influence of pro-

jective transformation and noise. For this reason, centroids of

word regions as feature points are employed. Since centroids

of word regions are extracted relatively stably, it is effective

for stable calculation of features.

The processing is as follows. First, the input image is adap-

tively thresholded into the binary image. Next, the binary

image is blurred using the Gaussian filter. The blurred image

is adaptively thresholded again. Finally, centroids of word

regions are extracted as feature points.

2. 3 Calculation of features

The feature is the value which represents a local arrange-

ment of feature points. The matching of feature points is based

on the feature. In order to realize successful retrieval, a ro-

bust feature should be utilized. Hence, we employ geometric

invariants which are invariant to geometric distortion. In con-

crete term, an affine invariant is utilized. The affine invariant

is defined using four coplanar points ABCD as follows:

P(A,C,D)
P(A,B,C)

(1)

where P(A,B,C) is the area of a triangle with apexes A, B and

C.

In order to increase the discrimination power of the fea-

ture, multiple affine invariants calculated from m(> 4) feature

points are employed as the feature. Furthermore, in order

to deal with errors of feature point extraction, multiple fea-

tures are calculated from nearest n(>m) feature points. First,

nearest n points from the feature point of interest are identi-

fied. Next, all combinations of m points taken from n points

are examined. Therefore, we can obtain
(

n
m
)

features from one

Figure 2 Feature points are extracted from connected components

feature point. Then, a sequence of discretized affine invariants

(r(0), · · ·,r((m
4 )−1)) are obtained from all possible combinations

of 4 feature points taken from m feature points. We utilize this

sequence of affine invariants as the feature.

2. 4 Storage

Every feature point is stored to the database in accordance

with its feature. The index Hindex of the hash table is calculated

by the following hash function:

Hindex =

((m
4 )−1∑
i=0

r(i)ki
)

mod Hsize (2)

where r(i) is a discrete value of the invariant, k is the level

of quantization of the invariant, and Hsize is the size of the

hash table. The item (document ID, point ID, r(0), · · ·,r((m
4 )−1))

is stored into the hash table where chaining is employed for

collision resolution.

2. 5 retrieval

In LLAH, retrieval results are determined by voting on doc-

uments represented.

First, the hash index is calculated for the feature point of a

query image in the same way as in the storage step. The list of

items is obtained by looking up the hash table. For each item

of the list, the corresponding document ID we cast a vote for if

it has the same feature (r(0), · · ·,r((m
4 )−1)). Finally, the document

which obtains the maximum votes is returned as the retrieval

result.

3. Retrieval of document images in various
languages using LLAH

Next, we explain the LLAH for various language which

contain languages with no space between words [6].

3. 1 Feature points extraction

In the previous method of LLAH, feature points are ex-

tracted as centroids of connected components of words ob-

tained by the Gaussian filter. However, it is difficult to obtain

word regions in Japanese and Chinese in which words are not

separated. Therefore, another feature point extraction method

is required. We employ centroids of connected components

as feature points. As shown in Figure 2, connected compo-

nents can be obtained from a character or a part of a character.

Due to low resolution and defocusing, it is difficult to ob-

tain a camera-captured document image where fine strokes

are completely separated. For this reason, input images are



Figure 3 Additional features are the ranks of area ratios of connected

components

blurred using the Gaussian filter to combine fine strokes and

their adjacent connected components. This feature point ex-

traction method is equivalent to the previous method except

for a smaller mask size of the Gaussian filter.

3. 2 Additional feature

In Japanese and Chinese documents, most characters con-

sist of one connected component obtained by Gaussian filter.

Moreover, most characters are placed at equal spaces. There-

fore, lattice-like arrangements of feature points are dominant.

Discriminative features are hardly extracted from such ar-

rangements. In order to solve this problem, additional fea-

tures based on area ratios of connected components are intro-

duced.

Figure 3 shows the example of additional features. In this

figure, a feature is calculated from 6 feature points taken from

nearest 7 feature points. First, ID is configured between ad-

jacent feature points. Next, the area ratio of two adjacent

connected components is calculated. Then, IDs are sorted in

descending order according to the area ratios. Finally, we em-

ploy a sequence of the sorted IDs as additional feature. In this

figure, the ID 2 has the largest area ratio among the 6 IDs.

4. Experiments

4. 1 Experimental overview

In order to confirm the effectiveness of LLAH for large-

scale databases of Japanese, Chinese, and Korean documents,

we performed experiments to examine accuracy and retrieval

time. We constructed a database for each language. Each

database contained 10,000 pages of document images. For

each language, 100 pages were selected from each database

and printed. These printed documents were captured with

a digital camera as queries. The size of captured images is

3000× 2000. Shooting angles are 90◦, 60◦ and 45◦ for each

printed document. Figure 4 shows examples of captured im-

ages. We used a computer with 2.8GHz CPU and 128GB

(a) 90◦ (b) 45◦

Figure 4 Examples of query image

memory.

4. 2 Ex.1 : relationship between accuracy and shooting

angles

We first examined relationship between accuracy and shoot-

ing angles. The performance of LLAH changes depending

on the parameters n and m to decide the number of fea-

tures. In this experiment, we evaluated accuracy with m = 6,

n = 10,9,8,7. The numbers of levels of discretization was 10.

Figure 5 shows relationship between accuracy and the

shooting angle about all the combinations of n and m in (a)

Japanese, (b) Chinese and (c) Korean. As the shooting an-

gle becomes small, the accuracy reduces. This is because the

neighborhood structures of feature points have been changed

by projective distortion. In other words, the requirement

corresponding m feature points taken from nearest n feature

points are not satisfied. However, we obtained positive re-

sults with n = 8 for all three languages. The reasons are as

follows. The larger the value of n is, the more features are

calculated from one feature point. Therefore, a large n is more

likely to improve the robustness against variance of nearest

points by projective distortion. In spite of this, with n= 10, the

accuracy reduced. This is because the discrimination power

of features dropped due to the enormous number of features

stored in the database. As a result, the accuracy was reduced

by increasing false votes. From these results, n = 8 is the best

value for the accuracy.

Figure 6 shows a document image which is liable to fail in

retrieval. The reasons are as follows. To obtain the effective

features, many feature points are required. However, this doc-

ument image has a small number of feature points due to few

characters. Therefore, it is difficult to obtain effective features

from this document image. For this reason, this document

image is hard to be retrieved.

From the above-mentioned results, we have confirmed that

LLAH has effectiveness for a large-scale database of docu-

ments in various language in which words are not separated.
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(a) Japanese
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Figure 5 Accuracy of retrieval

4. 3 Ex.2 : relationship between the parameter n and re-

trieval time

Next, we evaluate relationship between the parameter n

and retrieval time. Retrieval time here is the time needed for

retrieval processing of one query, excluding the time for the

feature point extraction, which is around 0.7 sec. In this exper-

Figure 6 Example of failure
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Figure 7 Additional features are the ranks of area ratios of connected

components

iment, we evaluated retrieval time with m = 6, n = 10,9,8,7.

The number of levels of discretization was 10. As a query, we

employed images captured with 60◦ shooting angle.

Figure 7 shows relationship between the parameter n and

retrieval time. As n increases, the retrieval time becomes long.

In particular, the time largely increases with n = 10. This is

because the number of computed invariants and access to the

database have been increased by enlarging the value of n. The

acceptable retrieval time is with n = 7,8.

5. Conclusion

In this paper, we have evaluated the effectiveness of LLAH

for large-scale databases of Japanese, Chinese and Korean

documents. We constructed a 10,000 pages database for each

language and performed experiments. From the experimen-

tal results, we confirmed the effectiveness of LLAH for the

large-scale database of documents in each language. Our fu-

ture work includes inspecting effectiveness for the larger scale

databases and dealing with the problem that this method can

not retrieve documents of few characters.
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