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Abstract—Recognizing characters in a scene helps us obtain
useful information. For the purpose, character recognition
methods are required to recognize characters of various sizes,
various rotation angles and complex layout on complex back-
ground. In this paper, we propose a character recognition
method using local features having several desirable properties.
The novelty of the proposed method is to take into account
arrangement of local features so as to recognize multiple
characters in an image unlike past methods. The effectiveness
and possible improvement of the method are discussed.
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I. INTRODUCTION

Recognizing characters in a scene helps us obtain use-
ful information. Convincing applications include a camera-
based translator which enables us to point with a web camera
at text in a foreign language and obtain an instantaneous
translation, and a voice-navigation service for visually dis-
abled people which enables us to find useful keywords
around the user with an omni-directional camera [1].
In order to realize such applications, character recognition

methods are required to recognize characters of various
sizes, various rotation angles and complex layout on com-
plex background. There are some recognition methods for
camera-captured character images. One approach is the or-
thodox one, that is, segmenting characters from a scene im-
age and recognizing them [2], [3], [4], [5]. In this approach,
failure of segmentation means failure of recognition because
the recognition process fully depends on the segmentation
process. Therefore more robust approach is required. An-
other approach is exhaustive search for deformed characters
without character segmentation [6], [7]. In this approach,
many affinely deformed character templates are prepared in
advance and then the templates are searched in the query
image. While this approach is robust, it takes so much time
to cope with recognition of deformed characters. Therefore
its appropriate usage would be indexing as Evernote1 does.
There is another approach going in the middle. That is

use of local features such as SIFT and SURF [8], [9],
[10], [11]. Local features have been mainly used for object
recognition, stereo matching and so on. The advantage of the
local features are robustness. Since they are extracted from

1http://www.evernote.com/

(a) Captured image.

(b) Recognition result.

Figure 1. A recognition result of the proposed method. In (b), character
images superimposed on the image are the recognition results and red
rectangles are estimated boundaries of the characters. Recall was 94% and
precision was 100%.

small regions, they are often less affected by deformations.
In addition, they realize robust recognition with loss of
some amount of local features. Thus the approach with local
features has potential to take advantage of both approaches.
However, most existing methods work on a single segmented
character. Only method to handle multiple characters in
an image employs a simple sliding window strategy to
determine each character region [11].

In this paper we propose a potentially efficient method to
determine the character region. The novelty of the method
is to take into account arrangement of local features so as
to recognize multiple characters in an image unlike past
methods. One example of our result is shown in Fig. 1. The
effectiveness and possible improvement of the method are
discussed with experimental results for Japanese characters.

2011 International Conference on Document Analysis and Recognition

1520-5363/11 $26.00 © 2011 IEEE

DOI 10.1109/ICDAR.2011.283

1409



Figure 2. SIFT extracted features from a character image.
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Figure 3. Simple voting technique to determine the category of a character.
Red points represents detected local features. Arrows on the rec points
represents feature vectors.
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Segmentation based on
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Figure 4. Proposed method to determine the boundaries of characters based
on correspondences of local features. Many correspondences are omitted
for better looking.

II. PROPOSED METHOD

Before presenting the proposed method, let us present a
simple method.

A. Simple recognition method with local features

As the local feature, we employ SIFT [12]2. SIFT features
extracted from a character image are shown in Fig. 2. With
the local features, most methods employ voting technique
to determine the category of a given character image (query
image). For explanation purpose, let us introduce a simple
voting technique shown in Fig. 3. In advance for recognition,
feature vectors are extracted from reference images. For a

2Downloaded at http://www.cs.ubc.ca/∼lowe/keypoints/.

given query image, feature vectors are extracted in the same
manner as the reference images. Then, most similar features
of reference images to the ones of the query image are
searched. After votes are cast for the most similar categories,
the category with highest vote is determined as the category
of the query. A feasible voting way is a weighed voting
with a weight of 1 / (the number of features in the reference
image). We employ this strategy.
While the simple technique successfully works in many

cases, there is severe restriction. Since the query image is
assumed to contain only one character in a query image,
multiple characters in an image cannot be recognized. For
the problem, a method using sliding window to determine
character regions has been proposed [11].

B. Proposed method to recognize multiple characters

In order to recognize multiple characters contained in a
query image, we introduce an idea to utilize arrangement of
local features preserved within a character image. While the
similar idea is used for an object recognition task [13] using
a variant of RANSAC algorithm [14], the assumption that
only one object is contained in a query image holds.
The RANSAC algorithm robustly estimates a set of

parameters to transform one image to another using all
correspondences between features. Thus it cannot handle
multiple objects contained in a query image which are
described by multiple sets of parameters. Thus, we introduce
an idea that restricts regions of features to take into account.
Before presenting our proposed method, we briefly

present a recognition strategy with the RANSAC algo-
rithm. Since we handle affine transformation, the number
of correspondences used to estimate the parameters is three.
In the first step, a set of parameters (hypothesis) for the
transformation is estimated using three correspondences.
Then, in the second step,  correspondences are used for
evaluation of the estimated parameters.  = 2 is used in this
paper. The evaluation criteria is the number of hypothetical
inliers which are correspondences satisfying a condition that
the distance between a feature in the query image and the
corresponding feature in a reference image projected to the
query image using the estimated parameters is smaller than
a predetermined threshold (10 pixels in this paper). This
procedure repeats for many times (100 times in this paper)
and the best parameters having lowest criteria is determined.
The category of the query and its position (parameters) are
determined simultaneously.
The proposed method using the RANSAC algorithm with

local restriction is presented. As shown in Fig. 4, characters
are segmented based on arrangement of local features. The
bounding boxes of reference images are obtained by the
following procedure. One reference image is sequentially
selected, and only the features of the query images corre-
sponding to those of the reference image are prepared for
the following process. One feature of the query image is
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(a) Hiragana (0 deg). (b) Hiragana (30 deg). (c) Katakana (0 deg).

(d) Katakana (30 deg). (e) Kanji (0 deg); one of five images. (f) Kanji (30 deg); one of five images.

(g) Mixture (3 deg); one of three images. (h) Mixture (30 deg); one of three images.

Figure 5. Query images of Hiragana, Katakana, Kanji and Mixture captured at 0 and 30 degrees.

sequentially selected and its nearest (2 + ) features are
calculated. Then, the RANSAC algorithm is applied to the
(2 + ) features. If the lowest criteria for evaluation is less
than the threshold, the bounding box of the corresponding
reference image is projected to the query image. This
procedure is carried out for all features of the query image
and all reference images.
After the procedure above, multiple boundaries in the

query image projected with overlap can exist. In such a case,
they are deleted except only one boundary having the highest
number of weighted votes. The conditions for deletion are as
follows: (1) the centers of the bounding box are closer than
20 pixel, and (2) the difference of areas of the boundaries
is larger than 10,000 pixels in this paper.

III. EXPERIMENT AND DISCUSSION

In the experiment, we employed 71 categories of Hira-
gana, 71 categories of Katakana, 1,945 categories of Kanji
(Chinese character) in MS Gothic font. As for reference

images, each character image of 60pt was put on a white box
of 97×97 pixels and then doubled. Then SIFT features were
extracted from the images and their reverse color images to
recognize white characters on darker background positioned
in the left bottom of Fig. 1(a). In total 353,900 SIFT features
were stored in the database. Average number of features
in a reference character image is shown in Table I. As
for query images, we prepared 10 sheets of query images
whose backgrounds were a scene image and foregrounds
were characters of 72pt. They consisted of one sheet for
Hiragana, one for Katakana, five for Kanji, and three for their
mixture borrowed from novels. The sheets were captured at
slant angles of 0 and 30 degrees with a digital camera and
then SIFT features were extracted from the captured images.
Part of the query images are shown in Fig. 5. The dimensions
of the images were 4 368×2 912 pixels. Average number of
features in a query image is shown in Table II. For matching
features, we used a tree-based approximate nearest neighbor
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(a) Hiragana (0 deg). (b) Hiragana (30 deg). (c) Katakana (0 deg).

(d) Katakana (30 deg). (e) Kanji (0 deg); one of five images. (f) Kanji (30 deg); one of five images.

(g) Mixture (0 deg); one of three images. (h) Mixture (30 deg); one of three images.

Figure 6. Recognition results of captured images shown in Fig. 5. Character images superimposed on the images represent the recognition results and
red rectangles represent estimated boundaries of the characters.

Table I
AVERAGE NUMBER OF FEATURES IN A REFERENCE CHARACTER IMAGE.

Hiragana Katakana Kanji
37.2 27.4 88.6

Table II
AVERAGE NUMBER OF FEATURES IN A QUERY IMAGE.

Hiragana Katakana Kanji Mixture
0 deg. 5055 2397 8149 6831
30 deg. 2882 2278 7429 5238

search method called ANN [15]. As for the approximation
parameter of ANN,  = 2 was used. A server whose CPU
was Opteron 2.8GHz was used for the experiment.
The recognition results corresponding to the query images

in Fig. 5 are shown in Fig. 6. The recognition results

Table III
RECALL AND PRECISION FOR DIFFERENT TYPES OF CHARACTERS. (%)

Hiragana Katakana Kanji Mixture

Recall
0 deg. 71.8 66.2 97.2 76.5
30 deg. 63.4 46.5 92.4 71.7

Precision
0 deg. 89.5 100.0 97.4 99.1
30 deg. 91.8 94.4 98.3 95.5

Table IV
AVERAGE PROCESSING TIME PER QUERY IMAGE EXCEPT FEATURE

EXTRACTION AS WELL AS THAT OF ANN IN THE BRACKET. (SECOND)

Hiragana Katakana Kanji Mixture
0 deg. 42 (14) 15 (7) 79 (25) 57 (18)
30 deg. 21 (8) 15 (6) 72 (24) 42 (13)

are summarized in Table III. The figures show that the
proposed method has an ability to recognize characters on a
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complex background. The table shows dependency of recall
and precision on query categories. For Kanji, both recall
and precision were high. For Hiragana and Katakana, both
recall and precision were worse than Kanji. For Mixture,
recall was in the middle and precision was better than
Kanji. One reason of lower recall in Hiragana and Katakana
was that fewer number of features were extracted from
these characters than Kanji because of their simpler shapes
as shown in Table I. Thus required number of features
for RANSAC were not obtained. This can be resolved by
employing different kinds of local descriptors and enlarging
the query image. One reason of lower precision in Hiragana
and Katakana was difficulty of distinguishing characters in
similar shapes whose differences are only small points called
voiced sound mark (Dakuten in Japanese) and semivoiced
sound symbol (Handakuten in Japanese). One cause to
reduce both recall and precision was existence of characters
sharing similar shapes. This happened mostly in Katakana
and Kanji characters. While we did not care, this can be
avoided by merging characters in similar shapes when stored
in the database. Similar process succeeded in [5].
Processing time of the proposed method except feature

extraction is shown in Table IV. Roughly speaking, the
processing time is determined based on the number of local
features extracted and the number of categories stored in
the database. In addition to the processing time in Table IV,
feature extraction took about 5 seconds for Hiragana of 0
degree and 10 to 15 seconds for Kanji of 0 degree. In
the current implementation, approximately 1/3 of processing
time is occupied by searching nearest neighbor by ANN.
This can be improved by employing better approximate
nearest neighbor search method such as the one we used
for camera-based character recognition [5].

IV. CONCLUSION

In this paper we proposed a recognition method of mul-
tiple characters in a scene image with local features in a
potentially efficient way unlike past methods. While the
proposed method is quite simple, we could achieve robust
recognition for query images having a complex background.
The proposed method in this paper has a lot of room to be
improved. Future work includes (1) employing clustering
technique to handle characters having similar parts as in
[5], (2) employing different local features and combine them
to improve recall, (3) improving computational efficiency
including introduction of better approximate nearest neigh-
bor search method such as the one we proposed [5], (4)
storing handling multiple fonts in the database to improve
performance on real use as in [5].
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