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Abstract—Large datasets are always demanded for better
recognition performance. However, it is not easy to produce
them because costly and slow human operators have been
necessary for labeling. In the current paper, in order to resolve
the problem on yielding large datasets, we propose a scenario
for automatic labeling based on the self-corrective recognition
algorithm. The strong point of the proposed method is the ca-
pability of expanding recognizable distorted characters unlike
existing methods. In the experiments, we show a possibility to
realize automatic labeling by the method.
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I. INTRODUCTION

There is a growing demand for new applications and
services in reading scene texts, which is motivated by
wide-spread availability and improvement of mobile devices
having cameras (e.g., a camera phone). There are some
commercial services available on reading text captured with
a camera. Google Goggles1 is a smartphone application to
read texts captured with a built-in camera in addition to
search the web using a photo. Evernote2 is an application
to help the user retrieve his/her data including scene texts
with a keyword by indexing them. Tangochu3 is a service
to extract words from pictures taken by users.

However, these existing applications and services are not
perfect; characters they can recognize are quite limited in
comparison with those human beings can. For example, the
characters in scene images have more various characters
than those on documents as shown in Fig.1. This variety
makes character recognition difficult [1]. Moreover, it is
known that recognition of camera-captured character images
by the computer is spoiled by some extent of perspective
distortion, lighting artifacts, occlusion, low resolution, out
of focus and so on. Therefore, recognizing character images
suffering from various disturbances is quite challenging.

A feasible approach to recognize characters suffering from
these disturbances is the memory-based approach [2]. In the
approach, a lot of templates are stored in the database in
the training phase, and the closest template to the query
character image is searched to determine the output of
the classifier in the recognition phase. It is obvious that

1http://www.google.com/mobile/goggles/
2http://www.evernote.com/
3http://tangochu.jp/en/

Figure 1. Examples of various character images in scenes.

the larger the number of templates stored in the database
becomes, the more the recognition performance increases.
Therefore, the biggest problem to take the approach is how
to collect a lot of templates. That is, the problem of datasets.

In the field of camera-based character recognition, we
are facing serious lack of large datasets. The largest one
currently available is NEOCR containing 5,238 words which
are labeled manually by one person in three months [3]. A
larger dataset which might be available soon is 1 million
digits dataset of house numbers originated from Google
Street View; these digits are automatically extracted and
recognized, and then verified by human operators. Human
operators are involved in the datasets. Needless to say
that hiring human operators is costly and time-consuming;
while a cheaper solution (e.g., use of Amazon Mechanical
Turk4 [4]) might relax the problem, it is not the complete
solution to yield further larger datasets. Therefore, we need
a better way beyond manual labeling.

A promising approach to yield enormous datasets auto-
matically is the self-corrective recognition algorithm which
trains or adapts a classifier using unlabeled data [5], [6].
Since the algorithm has a capability to improve the classifier
without labeled data, there is a possibility to realize a
dreamlike automatic labeling system. Imagine a positive
cycle based on the algorithm that the classifier continues to
acquire the ability to recognize new images suffering from
different degradation — finally, we can automatically obtain
a clever classifier which can recognize various degraded
character images and a large dataset containing the degraded
character images! The largest bottleneck of the scenario is
the assumption of the algorithm that labeled and unlabeled
data come from the same source as shown in Fig.2a. In
other words, they must have the identical distribution in
the feature space. Since images suffering from different

4https://www.mturk.com/mturk/
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Figure 2. Assumption of distributions of labeled and unlabeled data.

distortions have different distributions as shown in Fig.2b,
relaxing the assumption is crucial to realize the scenario.

In the current paper, following the scenario, we present
an experimental study on expanding recognizable distorted
characters dissimilar to the labeled data (initial templates)
used to train the classifier. The problem setting is as follows.
We use the same algorithm as the original paper [5] but
a different assumption on data; in the training phase a
standard labeled character image of each class is stored
in the database, and in the recognition phase test images
suffering from affine distortions (test data) are recognized.
Since there is a big gap between the labeled data and test
data, we have to make an effort to interpolate them. In the
experiments, we evaluate possible ideas to realize it and
show possibility that various characters can be recognized.

II. RELATED WORK

The self-corrective recognition algorithm is regarded as
self-training in the context of semi-supervised learning [7].
These methods use a small amount of labeled data and a
large amount of unlabeled data. In handwriting recognition,
a series of papers using the self-training are published by the
same group (e.g., [8]). Graph-based semi-supervised learn-
ing approach uses a similar idea to the proposed method;
they interpolate the labeled data by unlabeled data [7], [9].
However, all the existing methods in the semi-supervised
learning assume the distributions of the labeled data and
unlabeled data are very similar as shown in Fig.2(a). On
the other hand, our research assumes the distributions of
them are different as shown in Fig.2(b). This is because the
purpose of our research is to recognize various characters
having various distortions.

Transductive transfer learning is a framework using la-
beled and unlabeled data having different distributions [10].

(4) Retraining

(5) 

(2) Recognition

(1) Intial training

(3) Reliablity check 
Accept

Reject

Unlabled data

Labeled data

Figure 3. Overview of the training phase of the self-corrective recognition.

The framework prepares two domains: 𝐷𝑆 and 𝐷𝑇 . 𝐷𝑆

and 𝐷𝑇 consist of labeled and unlabeled data, respectively.
The aim of the framework is to extract the knowledge from
𝐷𝑆 and transfer the knowledge to 𝐷𝑇 . Our research is
close to the framework because both satisfy the conditions
above. However, there is difference; the difference between
the framework and our research is the number of labeled
data. The former requires a lot of labeled data to extract
the knowledge. But, the latter assumes a few labeled data.
Thus, existing methods in the framework are not directly
applicable to the task in this paper.

III. SELF-CORRECTIVE RECOGNITION FOR DATA FROM

DIFFERENT SOURCES

An overview of the training phase of the self-corrective
recognition algorithm is shown in Fig. 3. The process
consists of (1) train the initial classifier using labeled data,
(2) predict class labels of unlabeled data by recognizing
the unlabeled data with the current classifier, (3) check the
reliability of the labels, (4) retrain the classifier with data
having reliable labels predicted, (5) repeat the items (2)-
(4). As mentioned above, we use the same algorithm as the
original paper [5] but a different assumption on data; there
is a big gap between labeled data and test data.

In such a case, the classifier can initially recognize only
characters having similar shapes to the labeled datum for
training. That is to say, it cannot recognize heavily distorted
ones. In order to recognize these characters, we have to make
an effort to interpolate unlabeled data. If the unlabeled data
are similar to the labeled datum, the classifier can be trained
correctly and its performance increases. Conversely if the
unlabeled data are not similar, the classifier misrecognizes
and is trained incorrectly. As a result, performance declines.

Therefore, a possible idea to avoid failure on training is
to order unlabeled data according to Euclidean distances
between the features of the unlabeled data and the labeled
datum. The effectiveness of the ordering is examined without
performing reliability check (i.e.,without rejection) in the
first series of experiments. In the second series of experi-
ments, the effect of rejection is examined.
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Figure 4. Similarity groups: examples of distorted images of ‘A’ belonging to the groups.

IV. DISTORTED CHARACTER IMAGES

A. Affine transformation

Affine transformation is a common 2D graphic geometric
transformation. Excluding a translation, an affine transfor-
mation matrix is represented by

𝑻 =

(
𝛽 0
0 𝛽

)(
cos 𝜃 − sin 𝜃
sin 𝜃 cos 𝜃

)(
1 tan𝜙
0 1

)(
𝛼 0
0 1

𝛼

)
,

(1)

where 𝛽, 𝜃, 𝜙 and 𝛼 are the parameters of scale, rotation,
shearing, and independent scaling, respectively. The matrix
𝑻 projects a coordinate 𝒙 to another one 𝒚 by 𝒚 = 𝑻𝒙.
In this paper, 𝛽 and 𝛼 were always set to 1 because
images were normalized after affine transformation. 𝜃 and
𝜙 were selected from [−70,−69.75,−69.5, . . . ,+70] and
[−50,−49.75,−49.5, . . . ,+50], respectively. By combining
them, we applied 224,961 affine transformations for each
character (224,961 comes from 561 × 401).

B. Similarity groups of character images

In the experiment, we calculate Euclidean distances be-
tween the features of affine distorted character images and
the labeled datum. The features were calculated as follows.
Affine transformations were applied to the character images.
The images were normalized to 64 64 pixels and bina-
rized. From a binarized image, a 4096-dimensional binary
vector was extracted, each element of which corresponded
to a pixel. The principal component analysis was applied
to the vectors and 40-dimensional real-value vectors were
obtained.

We categorized the images into 20 groups according
to distances; as shown in Fig. 4, these groups are called
similarity groups that were equally divided between the
maximum and minimum of distances. For example, group
i consists of images having smaller distances, group xx
consists of images having larger distances.

V. EXPERIMENTS

We performed two series of experiments. In the first series
of experiments, we control the order of unlabeled data in
order to examine the effectiveness of the ordering. The order
of unlabeled data was determined by the similarity groups.
In order to group unlabeled data correctly, we assume that

the ground truth of unlabeled data is known. However, in
practice, the ground truth of unlabeled data is unknown.
Therefore, in the second series of experiments, unlabeled
data for retraining were selected using reliability check on
the condition that the ground truth is unknown.

A. Experimental Settings

In order to realize the memory-based method, we used a
nearest neighbor classifier based on a hash-based approxi-
mate nearest neighbor search [11]. The reason why a hash-
based method was used is storing new data is quite faster
than tree-based methods.

Capital alphabet letters of Century and Arial fonts were
used. Since both results were similar, we show only the
results of Century. Affine transformations were applied to
the images of the letters of 120pt. The same feature vectors
used for grouping in Section IV-B were used.

B. Experiment 1

In the first series of experiments, the effectiveness of the
ordering is examined on the one-path retraining. Reliability
check was not performed (i.e., without rejection). For the
sake of that, we compared two sequences of unlabeled data
in different orderings. One is the sequence being taken into
account the ordering, which is called controlled sequence;
unlabeled character images belonging to group i were used
for retraining first and those belonging to group xx were
used later. The images within a group were shuffled. The
other is the sequence without being taken into account the
ordering, which is called random sequence. Two sets of
unlabeled images having different numbers of images were
selected randomly, (a) 77,220 and (b) 1,909,180. The reason
for preparing two sets is that we make sure the difference of
the accuracies by the number of unlabeled data to train. In
order to evaluate performance of the classifier, 100 images
per group iv, vi, . . . , xx were selected as test data. The reason
for not using group i, ii and iii was that the number of
character images of those groups were insufficient.

The recognition results are shown in Fig.5. By com-
paring the controlled sequence and random sequence, the
former outperformed the latter. The accuracy of the former
improved as compared with the accuracy of the initial.
On the other hand, the accuracy of the latter decreased
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(a) Retrained with 77,220 unlabeled images.
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(b) Retrained with 1,909,180 unlabeled images.

Figure 5. Relationship between similarity groups and accuracy.
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Figure 6. Genealogy of retraining. This is an example to show that there is a chance that wrong retraining can occur in the random sequence in an early
stage. Each image at the left end is the labeled datum. Each image at the right end is a test datum. The remaining are unlabeled data. Firstly, the second
from the left end was used for retraining earlier and its approximate nearest neighbor was the labeled datum. Secondly, the third from the left end was
used for retraining and its approximate nearest neighbor was the second from the left end and so on. Finally, the approximate nearest neighbor of the test
datum was the second from the right end. The upper row represents a successful case in controlled sequence (true class: ‘A’) and the lower row does a
failure case in random sequence (true class: ‘U’). Each numeral under an image represents a similarity group.

Table I
THE TRAINING PRECISION 𝐶 , THE FALSE TRAINING PRECISION 𝑀 AND

THE REJECTING RATE 𝑅 OF CONTROLLED AND RANDOM SEQUENCES

IN EXPERIMENT 1.

C[%] M[%] R[%]
Controlled (a) 75.61 24.39 -
sequence (b) 70.90 29.10 -
Random (a) 31.34 68.76 -
sequence (b) 11.95 88.05 -

except groups xvi, xviii and xx. This result represents we
need to control the order of the unlabeled data to recognize
distorted characters. For further investigation, the training
precision 𝐶 = 𝑁𝑐

𝑁𝑐+𝑁𝑚+𝑁𝑟
, the false training precision

𝑀 = 𝑁𝑚

𝑁𝑐+𝑁𝑚+𝑁𝑟
, and the rejecting rate 𝑅 = 𝑁𝑟

𝑁𝑐+𝑁𝑚+𝑁𝑟

are defined, where 𝑁𝑐, 𝑁𝑚 and 𝑁𝑟 are the number of
correctly labeled characters, mislabeled characters and re-
jected characters during retraining, respectively. 𝐶, 𝑀 and
𝑅 using the controlled sequence and the random sequence
are shown in Table I. They show the importance of the
ordering of unlabeled data. By comparing Figs. 5(a) and

5(b), Fig. 5(b) achieved better performance. This shows that
the larger number of unlabeled data help improvement of
recognition performance. One reason might be distances
between unlabeled data used for retraining were closer in
Fig. 5(b) than Fig. 5(a).

Fig. 6 represents the genealogy of retraining. The upper
row represents a successful case in the controlled sequence
and the lower row does a failure case in the random
sequence. In the random sequence, the performance was
degraded. This also shows that it is necessary to control
the ordering of unlabeled data so as to avoid failure on
retraining.

C. Experiment 2

In the second series of experiments, the effect of rejection
is examined on the loop-path retraining. From the results
of the previous experiments, it is obvious that controlling
the ordering of unlabeled data is crucial to avoid failure
on retraining. However, the previous assumption is not
realistic because information on the true class is needed
in the process of the ordering. Therefore, in the second
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Table II
THE TRAINING PRECISION 𝐶 , THE FALSE TRAINING PRECISION 𝑀 , THE

REJECTING RATE 𝑅 AND THE NUMBER OF UNLABELED DATA USED FOR

RETRAINING IN EXPERIMENT 2.

Threshold C[%] M[%] R[%]
# of unlabeled data
used for retraining

1.5 16.05 31.63 52.32 910,224
fixed 2.0 7.23 7.73 84.97 286,921

2.5 1.28 1.00 97.72 43,611
3.0 0.29 0.16 99.55 8,521

dynamic 53.37 46.62 0.00 1,909,180

series of experiments, we carry out experiments in a realistic
condition. That is, using the random sequence in the previous
experiments and introducing rejection.

As a criterion for rejection in the reliability check,

𝑑2
𝑑1

> threshold (2)

is defined, where 𝑑1 and 𝑑2 are the distances between an
unlabeled datum and its first and second approximate nearest
neighbors, respectively. Only if the inequality is satisfied, the
unlabeled datum is accepted. Even if the unlabeled data do
not satisfy the inequality (2), the unlabeled data may satisfy
the inequality after retraining other unlabeled data which
satisfy the inequality. Therefore, the retraining process is
repeated so as to train the classifier with a lot of data.

In this section, two kinds of experiments were carried out:
fixed and dynamic thresholding. The purpose of the fixed
thresholding experiments is to examine the effectiveness of
rejection in different values of thresholds: 1.5, 2.0, 2.5 and
3.0. 1,909,180 unlabeled images used in the experiments
were selected randomly. The same test data as in the first
series of experiments were used.

The recognition results of fixed thresholding are shown
in Fig. 7. The smaller threshold becomes, the larger the
number of unlabeled data used for retraining increases.
Therefore, in the case of smaller threshold (e.g., 1.5), the
result was similar to the previous experiments. On the other
hand, in the case of larger threshold (e.g., 2.5 and 3.0),
the result after retraining was closer to that of the initial
state because a limited number of unlabeled data were used
for retraining. The cases in the middle (e.g., 2.0) achieved
better recognition performance. It was important to keep
high training precision as compared with the false training
precision and less rejecting rate as shown in Table II.

The purpose of the dynamic thresholding experiments is to
simulate a realistic solution, repeating the retraining process
with decreasing the threshold. If the inequality

𝑁𝑐−1

𝑁𝑐
< 0.90 (3)

satisfied, the threshold was decreased by 0.2. Here, 𝑁𝑐 is
the sum of new training characters in the 𝑐th cycle. Even
if the number of new training characters is insufficient,
the threshold is decreased to train the classifier with more
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Figure 8. Relationship between accuracy and similarity groups in the
dynamic thresholding.

characters keeping high precision. Fig. 8 shows the result
in the case that the initial threshold was 2.8. Finally, the
threshold was decreased down to 1. This means all unlabeled
data were used for retrained. 𝐶, 𝑀 and 𝑅 are shown in
Table II. This result shows that the dynamic thresholding
strategy outperformed the fixed thresholding. Since 𝐶 was
high and 𝑅 was low, the classifier was well trained with a
lot of unlabeled data.

VI. CONCLUSION

In the current paper, we proposed a scenario of labeling
for large datasets based on the self-corrective recognition
algorithm. The method improves the classifier so as to rec-
ognize distorted characters having different distribution from
labeled data. The strong point of the proposed method is the
capability of expanding recognizable distorted characters.
Therefore, the method has a possibility to realize a system
which can recognize a large variety of characters.

In the experiment 1, we showed that to control the order
of unlabeled data enabled to recognize distorted characters
which are dissimilar to the labeled datum. In the experiment
2, we selected the unlabeled data using reliability check
to deal with real cases. In this paper, we proposed the
methods of the fixed and dynamic thresholding. Those
results showed the dynamic thresholding was better than the
fixed thresholding.

Future work consists of two things. One of them is
to cope with characters which can be transformed into
the same distribution. For example, ‘L’ and ‘V’ can be
transformed into the same shape by applying an affine
transformation. Therefore, we need to propose a method that
similar characters belonging to different classes such as ‘L’
and ‘V’ are classified. The other is to apply our method to
degradation other than affine distortion in order to verify
variously degraded characters in Fig.1 can be recognized.
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(a) threshold = 1.5.
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(b) threshold = 2.0.
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(c) threshold = 2.5.
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(d) threshold = 3.0.

Figure 7. Relationship between accuracy and similarity groups when threshold was changed.
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