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Abstract—In this paper we describe a novel annotation

service which is capable of seamlessly linking physical

and digital worlds through paper documents. Our ser-

vice uses a real-time document image retrieval method

called Locally Likely Arrangement Hashing (LLAH) for

providing information associated with the document. By

using this service digital annotations can be added to

physical documents and shared with friends via mobile

devices. We present the prototype implementation, and

provide a discussion covering the technical details of the

system.

I. INTRODUCTION

Electronic books (E-books) have been increasingly

popular in recent years, with many applications ap-

pearing for PCs, smartphones, and other mobile de-

vices. E-books have some advantages over traditional

documents For this characteristics, various services

are available; for example, you can add highlights or

comments to e-books using mobile devices, and share

the annotations with your friends.

However, even if e-books continue to spread widely,

traditional paper has still a high level of affordance

and is preferred by a fast number of users compared

to digital devices.

So we wonder if it is possible to have the best

of the digital and physical world. To achieve this

goal we recognize physical documents and link digital

information to the documents. We choose real-time

document image retrieval method called Locally Likely

Arrangement Hashing (LLAH) [8], [5].

The mobile devices like tablet PCs or smartphones

have become widespread recently and they have

enough ability to display information using AR. The

contributions of the paper are given as follows: (1) we

present a novel annotation system combining LLAH

together with augmented reality to add highlight and

text to paper documents. (2) By using this system

digital annotations can be added to physical documents

and be shared with friends. This system also has a web

interface allowing users to see documents and annota-

tions online via web browser in PCs or smartphones.

(3) We evaluate the system over user and performance

tests on a commodity laptop and smart phone.

We believe this system is a promising technology for

advanced document use. In this paper, first we describe

an overview of LLAH, and the next we explain about

our proposed system. We also present the results from

system performance test and remaining problems to be

solved in the future.

II. RELATED WORK

This work is complementary efforts to use document

image retrieval techniques to replicate the affordances

of paper [7]. Kunze et.al. focus on how to use docu-

ment image retrieval to support active reading[3]. In

this paper, we give a detailed system description. In

addition, the system vastly improved in processing and

tracking, described later.

So far we are unaware of any document annotation

service that is available for researchers to use. Our

work is based on using realtime document retrieval on

todays smartphones [8], [5]. However, so far, document

image retrieval has not been used to augment paper

documents.

There is some work using SIFT or other similar

computer vision features to augment paper documents

[2]. However, the problem of using SIFT features

etc. is that the feature calculation is quite expensive.

Therefore these systems can only deal with a relative

small number of pages (10 – 100 compared to the 100

Million pages for our approach). Also the accuracy is

usually lower and processing speed higher.
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There are also other paper augmentation systems

using mostly QR codes or other specially designed

optical marker on the paper [1]. Of course, they have

the limitation that the methods only work with special

paper/markers.

III. APPROACH

Locally Likely Arrangement Hashing (LLAH) [5]

is a method for real-time document image retrieval.

In this method, a query image is transformed into a

collection of feature points, then features are calculated

from arrangements of these points. Calculated features

are used for accessing to document image database

to retrieve images by voting. LLAH is characterized

by following features. Fast and Accurate The past

experiments confirmed that LLAH has the accuracy

of 99% and the processing time of 50[ms] with a

20 million pages database [8], [5]. Therefore, LLAH

is enough fast and accurate to retrieve images in

real-time. Robust In this method, calculated features

consist of geometric invariants which are stable under

perspective distortion. Therefore, LLAH is robust to

variation of camera angles. Works even with a low-

resolution image Not only an entire image, but also

a partial image can be used as a query image. Owing

to this characteristic, LLAH works even with a low-

resolution image captured by a cheap web camera.

IV. IMPLEMENTATION

In the following we will discuss our novel annotation

system using real-time document image retrieval with

LLAH. By using this system, users can add digital

annotations to physical documents, and can share them

with other users. The system is based on client-server

architecture and consists of two backend servers and a

mobile client application. It also has a web interface,

where users can access to all the documents and

annotations using a web browsers. In the rest of this

section, we explain the technical details of this system.

A. System Library

We develop an application level LLAH library

with multi-platform support. This library provides core

functions of LLAH: feature extraction, feature match-

ing, optimized hash table, and database serialization.

In our proposed system it is used in the LLAH server

for document image retrieval.

Server
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points

Document ID

Homography

Collection
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Annotations

Client

Document ID

Homography

Feature points

Figure 1. System Architecture

Figure 2. Mobile Application

B. Architecture

Figure 1 depicts the system architecture. The system

has two servers: the first server is a web server bridging

clients and the second server. The second server is

a LLAH server performing document image retrieval

using LLAH.

Each of the servers have individual databases. The

database of the web server stores registered annotations

for web interface, and the database of the LLAH server

stores collections of features used for document image

retrieval.

The web server and clients communicate using Web-

Socket protocol. WebSocket uses an independent TCP-

based protocol after the handshake through HTTP. By

using this protocol there are fewer communication loss

and fewer affection to other connections than using

only HTTP. Therefore, it is suitable for live content

with real-time data exchange.
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Figure 3. Multithread Processing to improve overall performance

C. Mobile Application

We implemented a mobile client application for

the iOS platform. Figure 2 shows a screenshot from

prototype. In this implementation, a Twitter account

is used for user authentication. This can be changed

in the future implementation. The features of this

implementation are described in the following sections.

1) AR with LLAH: Owing to the characteristics of

LLAH, it is possible to estimate the actual coordinate

of a query image on original document. This enables

the application to display annotations on its screen as

if they were on the document.

Annotations are displayed using Augmented Reality

(AR), and each annotation has an individual color for

convenience. Users can tap the annotation to get more

information or filter them by tapping the filter button

on the bottom left.

2) Multithread Processing: In order to improve pro-

cessing speed, we employ multithreaded processing in

this system. As shown in figure 3, we use four threads:

feature extraction, tracking, drawing and video capture.

Annotations can be drawn seamlessly by performing a

heavy task like feature extraction in background thread.

3) Tracking: Due to the limitation of the capacity

of the server, clients cannot send feature points contin-

uously. Therefore coordinates of annotations on screen

are not updated frequently. For solving this, we use

optical flow tracking to compensate for homographies

while it is not provided by the server. In prototype

Lucas-Kanade [4] method is used for optical flow

estimation.

Figure 4. Web Interface

D. Web Interface

This system has a web interface based on Tornado

(Python web framework). This allows users to see

all documents and its annotations from anywhere via

general web browsers in PCs or smartphones. Figure

4 is a screenshot from the prototype.

V. EVALUATION

In this section we present the results from system

performance test and a small user test. We measures

the average processing time of 1000 times retrieval

with a 4 pages document database while a user use

the application on each of the pages.

In this experiment we used Apple MacBook Air

(1.8GHz Intel Core i7, 4GB DDR3) as the server and

Apple iPhone 5 (1.3GHz Apple A6, 1GB DDR2) as
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Figure 5. Results from System Performance Test

Figure 6. Examples of correctly retrieved query images

the client. Both of them are placed on the same local

area network.

Figure 5 shows the mean processing time. Feature

extraction and tracking on the client respectively takes

52[ms] and 139[ms]. LLAH on the server takes 29[ms].

The total time for data exchange takes 83[ms].

Figure 6 shows examples of correctly retrieved

query images which tended to include many words.

On the other hand, figure 7 shows the examples of

the queries that were not retrieved. LLAH requires

many characters to be captured to realize the stable

retrieval, therefore, the images having less text cannot

be retrieved.

We tested the proposed system with one ui expert

and 3 users, annotating documents. The system works

as advertised. The expert liked the functionality of

adding highlights and seeing annotations from other

users.

Still the tracking can be improved as quick move-

ments make the augmentation lag a bit. There are also

still a lot of UI issues to be solved, how to integrate

annotations from a large number of users and how to

select a particular user or a specific annotation type.

Figure 7. Examples of not correctly retrieved query images

VI. CONCLUSION AND FUTURE WORK

In this paper, we introduced a novel annotation

system, allowing users to use document image re-

trieval with LLAH from mobile application easily.The

experimental results confirmed that this system suits

minimum requirements for practical use. As a next

step we plan on offering this system. Therefore, further

improvements to the mobile application and more

feedback from users are required.
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